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A Formal Model For Declarative Workflows
Dynamic Condition Response Graphs

Current business process technology is pretty good in supporting well-structured
business processes and aim at achieving a fixed goal by carrying out an exact set
of operations. In contrast, those exact operations needed to fulfill a business pro-
cess/workflow may not be always possible to foresee in highly complex and dynamic
environments like healthcare and case management sectors, where the processes ex-
hibit a lot of uncertainty and unexpected behavior and thereby require high degree
of flexibility. Several research groups have suggested declarative models as a good
approach to handle such ad-hoc nature by describing control flow implicitly and
there by offering greater flexibility to the end uses.

The first contribution of this PhD thesis is to formalize the core primitives of a
declarative workflow management system employed by our industrial partner Result-
maker and further develop it as a general formal model for specification and execution
of declarative, event-based business processes, as a generalization of a concurrency
model, the classic event structures. The model allows for an intuitive operational
semantics and mapping of execution state by a notion of markings of the graphs
and we have proved that it is sufficiently expressive to model w-regular languages
for infinite runs. The model has been extended with nested sub-graphs to express
hierarchy, multi-instance sub processes to model replicated behavior and support for
data.

The second contribution of the thesis is to provide a formal technique for safe
distribution of collaborative, cross-organizational workflows declaratively modeled
in DCR graphs based on a notion of projections. The generality of the distribution
technique allows for fine tuned projections based on few selected events/labels, at
the same time keeping the declarative nature of the projected graphs (which are
also DCR graphs). We have also provided semantics for distributed executions based
on synchronous communication among network of projected graphs and proved that
global and distributed executions are equivalent.

Further, to support modeling of processes using DCR Graphs and to make the
formal model available to a wider audience, we have developed prototype tools for
specification and a workflow engine for the execution of DCR Graphs. We have also
developed tools interfacing SPIN model checker to formally verify safety and liveness
properties on the DCR Graphs. Case studies from healthcare and case management
domains have been modeled in DCR Graphs to show that our formal model is suitable
for modeling the workflows from those dynamic sectors.

This PhD project is funded by the Danish Strategic Research Council through the
Trustworthy Pervasive Healthcare Services project (www.trustcare.eu).
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CHAPTER 1

Introduction

Organizations have always been working on improving their processes to optimize
their productivity, on one hand to face the global competition and on the other hand
to bring new ideas and concepts to add more value to their products and services.
In order to reduce expenses and to enhance their revenues, organizations constantly
look for better ways to improve their processes by automating some or whole of
repeatable activities so that they can be performed at a faster rate with little or no
variation. Process automation aims at streaming and standardizing the processes by
reducing the human error and enhancing the operational efficiency, thereby derive a
better value for products and services of a business.

A business process can be classified as a combination of a set of activities within
an organization, having a clear structure identifying their logical order and depen-
dencies to achieve a desired goal [Sara & Aguilar-Saven 2004]. The main aim of a
process model is to get a clear-cut and comprehensive understanding of a business
scenario or a goal. On the whole, the activities of a business process are performed
in coordination in an organizational context with the help of technical environment
to realize a business goal [Weske 2007].

With the help of modeling, often a very complicated business scenario can be
translated into a simplified model. We can reason about a simplified model much more
easily than what we can reason about the very complex scenario itself. In other words,
models help us to manage complexity and also to make decisions based on the well-
understood and explicitly formulated essentials of the modeled situation [Kilov 2002].
On the whole, good models helps us handle complicated problems in a clear and
explicit manner. In general business process models [Weske 2007] are the primary
artifacts for implementing the business processes and they contain a set activity
models and execution constraints prescribing the logical order between them.

According to Gartner [Hill et al. 2006}, in a management perspective, Business
Process Management (BPM) is a management discipline that treats business pro-
cesses as assets to be valued, designed, and exploited in their own right. It is a
structured methodology to employ both management practices and software tools
continuously to model, manage and optimize the activities and processes that in-
teract with people and systems both within and across organizations. But a more
concrete definition of BPM from the scientific community point of view [van der Aalst
et al. 2003, Weske 2007] is that, the BPM is a methodology to support business pro-
cesses using methods, techniques and software to design, enact, control and analyze
operational processes involving humans, organizations, applications, documents and
other source of information. In the thesis, we will adhere to the later definition of the
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BPM.

Before looking further into the business process technology, let us delve down
into it's historical perspective to get a better understanding of how process-centric
thinking has evolved during the course of time to the state of art of current BPM
methodology.

1.1 Brief Historical Perspective of Business Processes

Even though the importance of business processes were first mentioned by a manage-
ment theorist, Levitt [Levitt 1960] as early as in 1960, but it was not until the1980s
that the process orientation acquired real importance in the design of organiza-
tlons [Sara & Aguilar-Saven 2004] However during the 1970s, there was a lot of
interest in Office automation initiative with a motivation to enhance productivity of
office workers by automating the office procedures. It also received the attention of
Computer Science [Zisman 1977, BURNS 1977, Ellis 1979, Ellis & Nutt 1980] with a
key research focus on design methodology, software tools, and system integration
techniques. Even though there was great optimism about the success of office au-
tomation, only quite few systems were successful. The systems developed in 1970s
were quite rigid, embedded with complex specifications of the organizations office
procedures which interfered with the work routines rather than expedite them and
further more, the networking facilities and application technology were not suffi-
ciently mature enough for the success of office automation [Ellis & Nutt 1996, van der
Aalst et al. 2003].

In 1980s, Michel Porter introduced the concept of value chain, which is the first
groundwork for the emphasis on the comprehensive understanding of a business pro-
cesses that spread across the functional or departmental boundaries [Harmon 2007].
In the end of 1980s, Rummler and Brache [Rummler & Brache 1990, Rummler &
Brache 1995, Harmon 2007], provided a detailed methodology on how to analyze an
organization with a process-centric view and how to redesign and improve processes.
They focused on organizations as systems and worked from top down to develop a
comprehensive picture of how organizations were defined by processes. In the same
period, Six Sigma Movement is one of the important contributions from the quality
control management perspectives. Even though Six Sigma Movement has evolved as
best practices from the quality control initiatives, but it failed to make a significant
influence on process-centric initiatives due to its origins in quality control and a
heavy emphasis on the statistical techniques [Harmon 2007].

Apart from those mention above, the most important and notable initiative is
Business Process Reengineering (BPR) movement which began in 1990s. The main
motivators for BPR initiative are Champy [Hammer & Champy 1993], Davenport [Dav-
enport 1993] and Hammer [Hammer 1990], who strongly argued that organizations
must think in terms of comprehensive processes, in the similar lines of Porter’s value
chains and Rummler’s organization level. The methodology proposed under BPR is
that, the processes should be conceptualized as complete entities and then, Infor-
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mation Technology (IT) should be used to integrate these comprehensive processes.
Further BPR theorists had observed that IT applications could cut across departmen-
tal boundaries to eliminate inefficiencies and yield huge gains in coordination [Har-
mon 2007].

In the 1990s, along with BPR movement, there was again a huge interest in the
IT field to build systems to support business processes, which gave birth to new type
of software applications called business process management systems (BPMS) and
we will explore them in the next section.

1.2 Business Process Management and IT

In mid 1990s, most of the developments in business processes were driven by Informa-
tion Technology. We can observe two broad categories in the software applications
that emerged in the initiative of business process management and redesign. The first
category of systems is Enterprise resource planning (ERP) systems. These systems
are based on modules such as inventory, accounting and human resources and they
are suitable for the standardized processes that are most common between the or-
ganizations and they can be considered as integrated business process management
system [van der Aalst et al. 2003].

The second category of applications are Workflow Management Systems that
provide support for automating and execution of business processes. Workflow is
a concept closely related to Office automation from 1970s and the business pro-
cess reengineering that began in 1990s [Georgakopoulos et al. 1995, van der Aalst
et al. 2003, Russel & Ter Hofstede 2009] and according to Workflow Management
Coalition [WIMC 1999], workflow is defined as "The automation of a business process,
in whole or part, during which documents, information or tasks are passed from one
participant to another for action, according to a set of procedural rules".

diagnosis
process procEss Business
enactment design Process
Workflow | Management
Management
system
configuration

Figure 1.1: The BPM lifecyle to compare Workflow Management and BPM [van der
Aalst et al. 2003]

The relationship between the workflow management systems and business pro-
cess management systems can be explained in a better manner by using the figure 1.1,
which shows four key phases of BPM life cycle [van der Aalst et al. 2003]. The first
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phase is process design, where business processes are identified and are modeled
using various existing business process modeling techniques. In the configuration
phase, the modeled processes will be implemented using software applications or
using off the shelf BPM products. The third phase is the enactment phase where
the business processes are realized and the process instances are initiated to fulfill
the business goals. The last phase involves evaluation of process logs and other
information produced by the process instance during enactment phase to analyze
and improve the performance of a process. The focus of workflow management is
mostly on implementing the lower half of BPM life cycle, from process design to
process enactment, which does not generally include the diagnosis phase. On the
other hand, business process management also focusses on the analysis, flexibility
and other process improvement techniques.

One of the major paradigm shift during the evolution of applications in the IT
is moving from data orientation to process orientation [van der Aalst et al. 2003,
Aalst 2004]. During 1970s and 1980s the application development was dominated by
data driven approaches. In those times the focus of the applications was to store
and retrieve information and there by started adopting data modeling as a base for
building applications in IT. These applications often neglected the process centric ap-
proach in modeling the business processes. However Business process reengineering
movement evolved during 1990s strongly advocated for process centric approach and
thereby more emphasis on process centric approach which can be observed in the
later IT applications that were build for supporting business processes.

Another interesting paradigm for modeling business processes is the artifact-
centric approach [Kumaran et al. 2003, Nigam & Caswell 2003, Gerede et al. 2007,
Cerede & Su 2007, Bhattacharya et al. 2007b, Cohn & Hull 2009], which strongly
argues that data design should be elevated to the same level as control flows for
data rich workflows and business processes. Business artifacts combine the data
aspects and process aspects in a holistic manner and an artifact type contains both
an information model and lifecycle model, where information model manages the
data for business objects and lifecycle model describes the possible ways the tasks
on business objects can be invoked.

1.2.1 BPM Standardization Approaches

One of the key factors for failure of office automation in 1970s was the lack of unified
standards for design methodology and modeling systems. However considerable ef-
forts have been made in the last two decades for standardization in workflows and
business process management. The Workflow Management Coalition [Workflow Man-
agement Coalition 1993] was formed in 1993 by major product vendors from workflow
and BPM, with a goal of achieving interoperability and other process related stan-
dards among the product vendors. Now it has more than 300 member organizations,
workflow users, interested groups from academia and one of its notable contribution
is XML Process Definition Language (XPDL) [Workflow Management Coalition 2008],
for exchange business process definitions between different workflow vendors.
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A more later standardization effort in BPM community were focussed at devel-
oping standards for business process modeling and execution. The Web Services
Business Process Execution Language (WS-BPEL) [OASIS WSBPEL Technical Com-
mittee 2007] has evolved as a standard process oriented language for service compo-
sition in the context of Service oriented architecture (SOA) and web services. Even
though it has been widely adopted by different workflow product vendors, but lack
of formal semantics for WS-BPEL has led to different implementations by different
vendors and there by exchange of BPEL processes form one tool to other became
difficult. Furthermore, WS-BPEL does not have a graphical language which makes
it difficult to use it for modeling of business processes.

Further, Business Process Modeling Notation (BPMN) [Object Management Group
BPMN Technical Committee 2011] has been introduced as a modeling language for
business processes with graphical notation. The processes modeled in BPMN can
not be executed directly, but they can be translated to WS-BPEL for execution. In
the recent years, it has been widely adopted as a modeling language for business
processes, since there is no formalization for BPMN accepted by standards com-
mittee, different interpretations could be possible for some of its concepts [Hofstede
et al. 2010]. Even though the BPMN has become more mature and expressive in
the recent versions, but it still lacks clear semantics for some of its constructs, for
example ad-hoc sub processes.

In addition to the above, there also exists standards for other approaches to
model business processes such as activity diagrams of Unified Modeling Language
(UML) [OMG 2007] and Event driven Process Chains (EPCs) [Scheer 1998]. UML
activity diagrams are not meant to be executed directly and they don't have any
formalization accepted by the OMG UML standing committee [Hofstede et al. 2010,
even though formal semantics for UML activity diagrams were defined in [Eshuis 2002].

1.3  Why Formal Models?

Formal methods is a technique to model complex systems as mathematical entities.
The use of formal methods is strongly advocated by many researchers [Bowen &
Stavridou 1993, M.Clarke et al. 1999, van der Aalst et al. 2003] as a way of increasing
confidence in building practical and complex systems, as the usage of formal models
leaves no scope for ambiguity.

In general business processes involve many stakeholder right from the domain
experts to process modeler with varied technical backgrounds. Hence usage graph-
ical languages to make the processes easily understood by different stakeholders
is a common practice in business process modeling. Furthermore, business process
models can be quite complex in nature, and hence there should not be any scope
for many interpretations of the same scenario. Lack of formal semantics for some of
the business process languages has resulted in different implementation by different
vendors. Therefore the usage of a formal language for specification of complex sce-
narios will eliminate the scope for ambiguity and will guarantee that there will not
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be any chance for alternative interpretations.

Usage of formal models for specification of business processes has another ad-
vantage of using analysis techniques to analyze processes. Since business processes
can be complex, it is always advantageous to detect errors at the design stage itsel,
instead of correcting them after deploying the processes. Moreover, formal models
can be used to guarantee certain properties (such as deadlock freeness etc) on busi-
ness processes, which can be used to analyze them. Now a days, model checking
and verification techniques have been developed to a large extent. Usage of formal
models for business processes can make use of these model checking and verifica-
tion techniques to reason about the properties on processes and to provide suitable
guidance to the process modeler at the design time.

1.4 Motivation for Declarative Models

There were quite large number of workflow and business processes management
systems developed in the past decade and they have been quite successful in provid-
ing support to users for the enactment of their processes. However their applicability
is still limited to specific sectors like insurance and banking. Current business pro-
cess technology is pretty good in supporting well-structured business processes with
well-defined set of tasks, showing little or variations in their possible execution se-
quences [Reichert & Dadam 1997, van der Aalst et al. 2003, van der Aalst et al. 2009].
Traditional business process systems aim at computing a specific algorithm, carrying
out an exact set of operations to achieve a fixed goal.

In contrast, the exact sequences of operations needed to fulfill a business process/-
workflow may not be always possible to foresee in highly complex and rapidly chang-
ing environments [Strong & Miller 1995, Reichert & Dadam 1997], such as healthcare
and case management domains. The processes in those domains exhibit a lot of
uncertainty, unexpected and ad-hoc behavior. In case management and healthcare
domains, the end users like case workers, doctors/nurses will have better knowledge
than the process modelers regarding how to deal with un-expected behavior. In case
of traditional business processes, any behavior that is not foreseen by the process
modelers can not be realized by the process instances at the time of enactment.
In those domains, traditional business processes technology did not make consid-
erable impact, as they exhibit too rigid behavior, on contrary healthcare and case
management domains require high degree of flexibility.

Declarative process models have been suggested by several research groups as
a good approach to handle such ad-hoc nature by describing control flow implicitly
and there by offering greater flexibility to the end uses. A key difference between
declarative and imperative process languages is that the control flow for the first
kind is defined implicitly as a set of constraints or rules, and for the latter is defined
explicitly, e.qg. as a flow diagram or a sequence of state changing commands. There is
a long tradition for using declarative logic based languages to schedule transactions
in the database community, see e.g. [Fernandes et al. 1997]. Several researchers have
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noted [Davulcu et al. 1998, Senkul et al. 2002, Singh et al. 1995, Bussler & Jablon-
ski 1994, van der Aalst et al. 2009, van der Aalst & Pesic 2006a, Pesic 2008] that it
could be an advantage to use a declarative approach to achieve more flexible process
descriptions in other areas, in particular for the specification of case management
workflow and ad hoc business processes. The increased flexibility is obtained in
two ways: Firstly, since it is often complex to explicitly model all possible ways
of fulfilling the requirements of a workflow, imperative descriptions easily lead to
over-constrained control flows. In the declarative approach any execution fulfilling
the constraints of the workflow is allowed, thereby leaving maximal flexibility in the
execution. Secondly, adding a new constraint to an imperative process description
often requires that the process code is completely rewritten, while the declarative
approach just requires the extra constraint to be added. In other words, declarative
models provide flexibility for the execution at run time and with respect to changes
to the process.
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Figure 1.2: Give medicine example in Flow chart

As a simple motivating example, consider a hospital workflow extracted from a
real-life study of paper-based oncology workflow at Danish hospitals [Lyng et al. 2008,
Mukkamala et al. 2008]. As a start, we assume two events, prescribe and sign, repre-
senting a doctor adding a prescription of medicine to the patient record and signing
it respectively. We assume the constraints stating that the doctor must sign after
having added a prescription of medicine to the patient record and not to sign an
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empty record. A naive imperative process description may simply put the two actions
in sequence, prescribe;sign, which allows the doctor to first prescribe medicine and
then sign the record as shown in the figure 1.2-(a). In this way the possibilities of
adding several prescriptions before or after signing and signing multiple times are
lost, even if they are perfectly legal according to the constraints. The most general
imperative description should start with the prescribe event, followed by loops al-
lowing either sign or prescribe events and only allow termination after a sign event
as shown in the figure 1.2-(b). If the execution continues forever, it must be enforced
that every prescription is eventually followed by a sign event.

With respect to the second type of flexibility, consider adding a new event give,
representing a nurse giving the medicine to the patient, and the rule that a nurse
must give medicine to the patient if it is prescribed by the doctor, but not before it
has been signed. For the most general imperative description we should add the
ability to execute the give event within the loop after the first sign event and not
allow to terminate the flow if we have had a prescribe event without a subsequent
give event as shown in the flowchart 1.2-(c).

The main point of this example is, that we in many cases may want to allow
any execution that satisfy the given requirements, but not to constrain ourselves
to a specific way of fulfilling the requirements. In order to explain the differences
between imperative and declarative approaches, we will make use of the figure 1.3
from [van der Aalst & Pesic 2000a, Pesic 2008], where the behavior exhibited by the
procedural and declarative modeling languages is compared.

forbidden behavior

IMPERATIVE MODEL

deviations from the
prescribed model

Figure 1.3: Declarative verses Imperative Approaches [van der Aalst & Pesic 2000a]

Imperative languages start specifying models from inside out style L.e specifying
the control flow explicitly to model the behavior that we want to have in the process.
The imperative models focus on specifying how the requirements should be fulfilled,



1.4. Motivation for Declarative Models 9

where as the declarative models focus on specifying what should be fulfilled [van der
Aalst & Pesic 20004, van der Aalst et al. 2009], by offering all the possible behavior and
using constraints to eliminate the behavior we don't want to happen in the process
as shown in the figure 1.3. In the imperative models one may tend to over specify
process as the control flow has to be specified explicitly, where as declarative models
tend to under specify as the control flow is implicitly specified, there by leaving more
options to the end users.
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Figure 1.4: Give medicine example in DCR Graphs

The above mentioned hospital workflow is modeled using declarative modeling
approaches as shown in the figure 1.4-(a), where we have used our formal model
DCR Graphs to model the workflow. The model contains the same three events
prescribe medicine (pm), sign (s) and give medicine (gm), moreover events can be
executed any number of times in any order until unless they are constrained by the
relations. The condition relation from prescribe medicine to sign specifies that pre-
scribe medicine must have been done at least once before executing sign. Similarly
the response relation between prescribe medicine and give medicine specify that the
give medicine should be executed at least once after executing prescribe medicine,
but it does not stop from executing give medicine many times. The behavior offered
by the model can be seen in the figure 1.4-(b), where the execution semantics are
mapped to labeled transition system. Since events can be executed any number of
times in declarative models, there will not be any well defined explicit termination,
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but on the other hand they have a notion of acceptance i.e when they are allowed to
stop. The green color states in the figure 1.4-(b) represent accepting states, where
all the constraints are satisfied.

One can easily observe that declarative models offer more choices to the end
users, by under-specification of the process. In case management and healthcare
domains, end users like case workers, doctors/nurses will have better knowledge
regarding how to deal with un-expected behavior than the process modelers. Hence,
we strongly argue that by using minimal specification in declarative models, you can
leave more flexibility to end users of the process.

1.5 Thesis Statement

Having discussed background and motivation of research problem, we will now dis-
cuss the research goal of the thesis in this section. This PhD dissertation is part of
the TrustCare project and therefore we will first describe the overall goals and key
hypothesis of TrustCare project, then we will proceed to define the research goal for
the thesis.

1.5.1 TrustCare Project

Trustworthy Pervasive Healthcare Services (TrustCare') project is a strategic and
interdisciplinary research effort aimed at innovation of effective and trustworthy it-
support for pervasive healthcare services in collaboration with the industrial partner,
as well as innovation in research across areas in experimental and theoretical re-
search in computer science [Hildebrandt 2008]. The key research partners in Trust-
Care project are 1) I T University of Copenhagen 2) Department of Computer Science,
Copenhagen University 3) Resultmaker A/S, a Danish IT provider for workflow man-
agement systems, which has been quite successful in providing workflow solutions to
Danish public sector for the last 12 years, using their patented declarative workflow
management system Online Consultant.

The key hypothesis of the TrustCare project is that the patented workflow model
of the Resultmaker Online Consultant can be extended to provide both trustworthy
and useful it-support for interacting and dynamically changing healthcare services,
by formalizing and extending the underlying process model using techniques ob-
tained from theoretical research in domain-specific languages, process models, and
type-theory, and integrating this work with experimental research in state-of-the art
user-interfaces for pervasive healthcare services rooted in the activity based comput-
ing paradigm. The synergy between the development of the Online Consultant and
the research in experimental and theoretical computer science is described in the
figure 1.5.

" The TrustCare (www.trustcare.eu) project is funded by Danish Strategic Research Council vide
grant # 2106-07-001
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Figure 1.5: TrustCare project research methodology

The developers at Resultmaker and the experimental research in user-interfaces
for pervasive healthcare centered on activity based computing will cross-fertilize each
other by providing respectively domain knowledge on workflow management sys-
tems and clinical guidelines to the research on activity based computing and domain
knowledge on pervasive user- interfaces to the development of workflow management.
Likewise, the two groups will provide domain knowledge and the motivation for new
features such as dynamic re-configuration and awareness of changes to the group
researching in domain specific languages and formal models, which in return will
provide the foundations for trustworthy foundations of the On-line Consultant and
activity based computing paradigm supporting the proposed extensions. The three
groups will thus interact in cycles between the identification of challenges and the
need for new features in the product development and prototyping of user-interfaces
to development of domain-specific languages and models providing a trustworthy
foundation and back to integration of the models and the features into the product
and prototypes. Finally, the research in type theory and logical frameworks will be
fed by the research in domain-specific languages and models with domain-specific
challenges (motivated by the suggested product extensions) and return advanced
general solutions to the problem.

1.5.2 Research Goal

Since this PhD project is part of TrustCare project and its research goal is guided by
the overall goals and research methodologies of the TrustCare project. As explained
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in the key hypothesis of the TrustCare project, one of the key challenges in the Trust-
Care project is to formalize the workflow model of Resultmaker Online Consultant,
as it has no formal semantics, but only has a commercial workflow management
implementation.

Aligned with the overall focus of the TrustCare project, we will now formulate the
goal of the thesis as follows,

The research goal is to show that it is possible to formalize core prim-
itives of Resultmaker declarative workflow model and further develop it
as a comprehensive formal model for specification and execution of work-
flows based on declarative modeling. The formal model should allow safe
distribution of workflows based on a model-driven approach and analysis
based on formal verification of processes using model checking.

In order to explain the concrete requirements of the research goal in a better
manner, we will further split the research goal into three research questions as
follows.

1.

What are the formal semantical models suitable for describing flexible workflow
processes for healthcare and other dynamic services?

Our research goal as part of this question is to provide formal semantics to
the key primitives of the Resultmaker declarative workflow model and further
develop it as a comprehensive formal model that is suitable for specification and
execution flexible workflows with a key focus on healthcare, case management
and other dynamic sectors. We will use the Resultmaker workflow model as
a starting point for our goal of developing a comprehensive formal model on
declarative modeling primitives, since their workflow method has been proven
to be flexible and successful in the Danish public sector.

Furthermore, our focus is to provide formal semantics to their declarative work-
flow, but we are not concerned with how these formal semantics could be im-
plemented by their commercial workflow management system and how much
flexible will it be then compared to the other existing workflow management
systems, for example based on user evaluations. However, we intend to develop
a prototype workflow management based on the formal model developed in the
PhD thesis to prove that our formal model can be easily implemented by a
commercial workflow management system to offer flexible workflows based on
declarative modeling. Further, we will also model some use cases from health-
care and case management domains to show the practicality and adequacy of
our formal model.

How should one describe interfaces, contracts and interactions for declarative
workflows to allow safe distribution?

As part of this research question, we intent to study the distributed synthesis
problem: Given a global model and some formal description of how the model
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should be distributed, can we synthesize a set of local processes with respect
to this distribution which are consistent to the global model? Here our focus
is to study about how to distribute a declarative workflow based on top-down
model-driven approach, as a global specification into a set of communicating
local processes such that the local processes still keep their declarative nature.
Furthermore, the goal of the distribution of the global specification should be
safe, in the sense that the behavior exhibited by the local processes should be
consistent with the behavior exhibited by the global process.

3. What are the suitable model checking and verification techniques for enhancing
trustworthiness in declarative workflows?

A drawback of the declarative approach is that the implicit definition of the
control flow makes the processes less easily perceived by the users. For ex-
ample if the users want to know what are the next possible events to execute,
one has to solve the set constraints to compute the next possible events.

We interpret the meaning of trustworthiness in the context of the declarative
business processes that the process will exhibit the behavior that the user has
modeled. Hence in order to enhance the trustworthiness in the declarative pro-
cesses, one could use formal verification techniques to analyse the processes
and guarantee that certain properties will hold. As part of this research ques-
tion, we would like to explore formal verification techniques that can be applied
to the declarative processes.

The research goal of the thesis will be achieved by solving the above research
questions. Furthermore, the ideas and concepts developed in the thesis are pre-
sented periodically in the workshops of Interest Group for Processes and IT [Hilde-
brandt 2010], which s a forum consisting of Danish IT vendors for workflow manage-
ment systems, public organizations and researchers. The next section gives a brief
overview of the thesis and how these questions have been addressed.

1.6 Thesis Outline

We will now provide a brief outline and structure of the remainder of this thesis.
First we will state the list of publications that are published as part of knowledge
dissemination in the PhD project, then we will give a brief overview of the rest of the
chapters by quoting which publications have been covered in the chapters.

1.6.1 List of Publications

The following papers have been peer reviewed and published at various conference
or prestigious workshops associated with conferences.

(1) Raghava Rao Mukkamala, Thomas T. Hildebrandt, and Janus Boris Teth. The Re-
sultmaker Online Consultant: From Declarative Workflow Management in Prac-
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(11)

tice to LTL. In Proceedings of First International Workshop on Dynamic and
Declarative Business Processes (DDBP 2008).

Karen Marie Lyng, Thomas T. Hildebrandt, and Raghava Rao Mukkamala. From
Paper Based Clinical Practice Guidelines to Declarative Workflow Management.
In proceedings of 2nd Inter- national Workshop on Process-oriented information
systems in healthcare (ProHealth 2008).

Thomas Hildebrandt and Raghava Rao Mukkamala. Distributed dynamic condi-
tion response structures. In Proceedings of International Workshop on Program-

ming Language Approaches to Concurrency and Communication-cEntric Software
(PLACES 10), Paphos, Cyprus, March 2010.

Raghava Rao Mukkamala and Thomas Hildebrandt. From Dynamic Condition
Response Structures to Buchi Automata. In proceedings of 4th IEEE International
Symposium on Theoretical Aspects of Software Engineering (TASE 2010).

Thomas T. Hildebrandt and Raghava Rao Mukkamala. Declarative Event-Based
Workflow as Distributed Dynamic Condition Response Graphs. In Kohei Honda
and Alan Mycroft, editors, PLACES, volume 69 of EPTCS, pages 59D73, 2010.

Thomas Hildebrandt, Raghava Rao Mukkamala and Tijs Slaats. Nested Dynamic

Condition Response Graphs. In Proceedings of Fundamentals of Software Engi-
neering (FSEN), April 2011.

Thomas Hildebrandt, Raghava Rao Mukkamala and Tijs Slaats. Designing a
Cross-organizational Case Management System using Dynamic Condition Re-
sponse Graphs. In Proceedings of IEEE International EDOC Conference, 2011.

Thomas Hildebrandt, Raghava Rao Mukkamala and Tijs Slaats. Safe Distribution

of Declarative Processes. In 9th International Conference on Software Engineer-
ing and Formal Methods (SEFM) 2011, 2011.

Thomas Hildebrandt, Raghava Rao Mukkamala and Tijs Slaats. Declarative Mod-
elling and Safe Distribution of Healthcare Workflows. In International Symposium
on Foundations of Health Information Engineering and Systems, Johannesburg,
South Africa, August 2011.

Seren Debois, Thomas Hildebrandt, Raghava Rao Mukkamala, Francesco Zanitti.
Towards a Programming Language for Declarative Event-based Context-sensitive
Reactive Services. Nordic Workshop on Programming Theory. Vasteras, Sweden.
October, 2011.

Thomas Hildebrandt, Raghava Rao Mukkamala and Tijs Slaats. Declarative Mod-
elling and Safe Distribution of Healthcare Workflows. In LNCS Post proceedings
of International Symposium on Foundations of Health Information Engineering
and Systems, January, 2012.
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1.6.2 Chapters Outline

In this section we will give a brief outline of the chapters of the thesis and also
mention which papers listed above contribute to the chapters.

e Chapter 2: Background

This chapter will introduce background and motivation for our formal model
developed in the thesis. First it will introduce our first attempt to formalize
Resultmaker’'s declarative workflow model Process Matrix using Linear Tem-
poral Logic [Pnuelt 1977]. Then we will introduce the case study conducted in
Danish hospitals regarding for lung cancer treatment, which will be used as
one of the running example for the rest of the thesis. This part of the chap-
ter covers the publications (1) and (2) mentioned above.Later we will give a
brief introduction to another declarative process model Declare [van der Aalst
et al. 2010a, van der Aalst & Pesic 2006b, van der Aalst & Pesic 2006a], from
which our formal derives some motivation. Finally, we will introduce base for-
malism behind our formal model, Event Structures [Winskel 1986] and explain
key primitives of labeled event structures.

e Chapter 3: Dynamic Condition Response Graphs

We will introduce our formal model Dynamic Condition Response Graphs(DCR Graphs)
in this chapter. First, we will describe how we have generalized Event Struc-

tures to define the semantics of DCR Graphs, then we will introduce the key
primitives and operational semantics of DCR Graphs. The execution semantics

for finite runs are mapped to labeled transition system and for infinite runs,
where as the semantics for infinite runs have been mapped to Biichi automata.
Graphical notation for modeling DCR Graphs along with the runtime notation

will also be introduced at the end of the chapter. This chapter covers the work
published in papers (3), (4) and (5) from the list mentioned in the previous
section.

e Chapter 4: Dynamic Condition Response Graphs - Extensions

Some important extensions to DCR Graphs developed in the thesis will be
introduced here. First we will extend DCR Graphs to allow for modeling of
nested sub-graphs, Nested Dynamic Condition Response Craphs. Further we
extend the Nested Dynamic Condition Response Graphs with multi-instance
subprocesses to model the replicated behavior in declarative processes. Finally
we add a basic support for data for DCR Graphs, by considering data as global
store of shared variables. This chapter covers the work published in the papers
(6) and (7).

e Chapter 5: Distribution of DCR Graphs

In this chapter we will introduce a technique safe distribution of DCR Graphs
as a set of communicating local graphs to represent local behavior. First we will
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introduce and define the notion of projection and composition on DCR Graphs,
then define the notion networks of DCR Graphs. We will also prove that the
distribution is safe in the sense that the behavior exhibited by the local graphs
is consistent with the behavior exhibited by the global graph. Further we also
extend the distribution technique to the nested DCR Graphs and distribute
the healthcare example which was introduced in the previous chapters. This
chapter covers work published in the papers (8), (9) and (11).

Chapter 6: Formal Verification, Tools and Implementation

In this chapter, we introduce the notion of safety and liveness properties on
DCR Graphs and further describe how to verify these properties using a model
checking tool. As part of formal verification, we will describe how to encode
DCR Graphs into PROMELA [Spin 2007] code and verify safety and liveness
properties using SPIN [Spin 2008] model checking tool. We will also describe
briefly our experience in using ZING [Microsoft-Research 2010] model checker
to verify safety properties on DCR Graphs. Finally, we will a brief description
of prototype tools for DCR Graphs implemented as part the thesis.

Chapter 7: Conclusion and Future Work

This chapter will conclude the results achieved in the thesis and also provides
a detailed section explaining about the future work on DCR Graphs.



CHAPTER 2

Background

This chapter provides a brief introduction to the formalisms and industrial process
models that served as motivation behind the development of our formal model Dy-
namic Condition Response Graphs (DCR Graphs). First of all, section 2.1 describes
about the process model employed by our research industrial partner Resultmaker
A/S, namely Resultmaker Online Consultant (ROC). Later in the section 2.2, we will
describe very briefly about the Declare framework [van der Aalst et al. 2010a] and
its declarative process languages (DecSerFlow [van der Aalst & Pesic 2006b], Con-
Dec [van der Aalst & Pesic 2006a]). Finally, we will give a introduction to Event
Structures [Winskel 1986] in the section 2.3 and explain why we have chosen Event
Structures to base our formalism DCR Graphs.

2.1 Resultmaker Online Consultant - A Declarative Workflow

In this section, we describe the process model employed in the Resultmaker Online
Consultant (ROC) workflow management system as an example of a declarative work-
flow language used in practice. The ROC workflow management system has evolved
from Resultmaker’s industrial experiences obtained during the process of authoring
solutions for the Danish public sector, and has been used successfully since several
years in Denmark and other European countries. It is based on a shared data ar-
chitecture and electronic forms (updating the shared data) as the key basic activity.
Hereto comes activities for connecting to external systems, invitation to participants
and digital signatures and other features. The process model employed in ROC is
called Process Matrix, which is a patented’ declarative process model developed by
Resultmaker.

The key primitives of Process Matrix will be introduced briefly in the later sections
and then we will further describe the how these key primitives are formalized using
Linear Temporal Logic (LTL) [Pnueli 1977] in line with the approach proposed by van
der Aalst and Pesic in DecSerFlow [van der Aalst & Pesic 2000b] and ConDec [van der
Aalst & Pesic 2006a]. This work is done as one of the very first steps of Trustwor-
thy Pervasive Healthcare Services (TrustCare?) [Hildebrandt 2008] research project.
TrustCare is a strategic and interdisciplinary research effort aimed at innovation of
effective and trustworthy it-support for pervasive healthcare services by combining
research in formal process models, logic, domain specific languages, and pervasive

TUS Patent # 6,895,573
This project is supported by the Danish Research Agency through grant #2106-07-0019.
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user interfaces with the Resultmaker’s industrial experience on workflow manage-
ments, with cross-fertilization of experimental and theoretical research in computer
science. As part of the project, the primary goal is to develop formal foundations
of trustworthy and declarative flexible workflows with a key focus on the health
care sector. Further, the work on formalization of ROC [Mukkamala et al. 2008, Lyng
et al. 2008] has been published at workshops affiliated to BPM-2008 and EDOC-2008
conferences and received good feedback.

In the subsequent sections we will introduce the ROC workflow architecture and
it's key components, in particular the declarative primitives of the ROC process model,
referred to as the Process Matrix and describe how we have formalized the key
primitives [Mukkamala et al. 2008]. Later, we will describe a field study of Oncology
workflow conducted in Danish hospitals [Lyng et al. 2008] and also demonstrate how
the oncology workflow can be modeled in ROC.

2.1.1 Resultmaker Online Consultant - Formalization

The key primitives of the ROC Process Matrix are sequential and logical predeces-
sor relations between activities, and along with activity conditions and dependency
expressions for each activity. Sequential predecessor imposes precedence among
activities. If an activity A is a sequential predecessor for the activity B, then it infor-
mally means that activity A must be executed before B can be executed. Note that
by default, any activity can be executed any number of times. On the other hand,
If A is declared as a logical predecessor of B, then it means that it is a sequential
predecessor with the additional constraint saying that B must be re-executed eventu-
ally after any re-execution of A. A prototypical example of logical predecessor could
be to have a logical predecessor between activities A and B, when A is an activity
representing filling out a loan/grant application and B is an activity of evaluating
or signing it . Activity conditions and dependency expressions refer to values of
variables in the shared data store and are dynamically evaluated after each step of
the workflow. An activity condition determines if an activity is currently included in
the workflow instance (i.e. it is active) and a change in a dependency expression
determines that an activity must be re-executed. Activity conditions facilitate reuse
of a single process description for different purposes with different variants: One
just adds a new Boolean variable to the shared data store and use it to toggle the
inclusion or exclusion of activities. Dependency expressions allow for a description
of logical dependency similar to the logical predecessor constraint, but are based on
changes in data rather than re-executions of activities and thus allow declaring a
more fine-grained dependency based on data values. In the example of filling out a
grant application, for example, one may use a dependency expression to declare that
the signature activity has to be re-executed if the data in the budget is changed, but
not if the name of the project is changed, even though both values are entered in the
grant application form.

ROC is a user-centric workflow management system based on a shared data
store and so-called eForms as its principal activities. An eForm is a web based
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Figure 2.1: The Online Consultant Architecture.

questionnaire presented to the users of the system by the front end Form engine.
The fields in the eForms are mapped to variables in the shared data store.

Fig. 2.1 shows the overall architecture of ROC. The Run-time services constitute
components that execute a ROC process instance, while the Design-time services
constitute e.g. tools for process description and design of eForms. ROC has its own
eForm designer tool, but also supports forms developed in Microsoft InfoPath.

2.1.1.1 Process Modeling Primitives

In this section, we describe the key process modeling primitives of ROC.

21111 Activities
Primarily, ROC has four pre-defined activity types.

1. eForm Activity: It is the principal activity of ROC and the data filled in by the
users in the eForms will be available to all activities of the workflow instance
through the shared data store. eForms are appended to the activities and each
activity can contain only one eForm. At run-time when an eForm activity is
executed, the corresponding eForm will be displayed to the users for human
interaction. If any of the variables on which an eForm activity A depends on,
is changed by another activity, while the form is being displayed (and edited)
by the user, the activity A will be skipped when the form is attempt to submit
by the user and the user will be notified. In this way eForm activities are
guaranteed to run atomically and in isolation.

2. Invitation Activity: This type of activity attaches a role to an external user
(identified by an email address) and sends him an invitation link to the process
instance via email notification.
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3. Signing Activity: In order to provide authentication for the data filled in by
the users, the ROC uses Signing Activity. The user data on eForms will be
digitally signed by using XML digital signatures syntax [D. Eastlake 2002] and
user's digital certificates. A single signing activity supports signing of data
from multiple eForms.

4. External Activity: Via a general script engine it is possible to connect to any
external system, e.g. for automated tasks.

In our effort to formalize key primitives of ROC, we have only considered eForm
activities.

2.1.1.1.2 Control Flow Primitives
ROC contains the following control flow primitives which controls the execution of
process instances.

1. Activity Condition: Every activity in ROC has an attached activity condition,
which is a Boolean expression that reference variables from the shared data
store. Activities are included in the workflow instance for execution only if their
activity conditions evaluates to true, on the other hand they will be skipped
from the list of activities stacked for execution.

The boolean variables used in activity conditions are referred to as purposes.
The reason for this terminology is that, activity conditions makes it easy to
reuse a process description for a different purpose in a different variant: One
just adds a new purpose variable and use it in activity conditions to toggle
the inclusion of relevant and exclusion of irrelevant activities. Since activity
conditions refer to data values from shared data store, they will be evaluated
after execution of each activity, so the inclusion of an activity in the workflow
can be changed within in the lifetime of the workflow instance. As described
below, changing an activity from non-active to active may influence the state
of other activities that logically depend on the activity.

2. Sequential Predecessors: If an activity A is declared to be a sequential pre-
decessor of activity B, then in any process instance A must be executed before
B can be executed. However, the sequential predecessor has only effect if the
predecessor activity A is included in the workflow instance as per its activity
condition. That is, if the activity condition for A is false at certain point of time,
then activity B can be executed even if A is a sequential predecessor of B with
a status of non-executed. At a later point of time, if the activity A becomes part
of the workflow instance (because the activity condition for activity A changes
from false to true) after B got executed, it will not not have any effect on the
execution status of activity B.

3. Logical Predecessors: If an activity A is declared to be a logical predecessor
of activity B, then A is a sequential predecessor of B, but in addition, if activity
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A gets re-executed, reset, or becomes part of the workflow after activity B has
been executed and then if the activity B is active at that time, then activity B
is also reset, and thus must be re-executed at a later time (unless it stays in-
active for the rest of the instance lifetime, L.e its activity condition continuously
evaluates to false). Note that activity resets in this way can propagate through
a chain of (currently active) logical predecessors. As also mentioned in the
introduction the Process Matrix model includes an additional advanced feature
called dependency expressions.

A dependency expression is a set of expressions attached to an activity. Like
activity conditions, dependency expressions can also contain references to vari-
ables in the shared store. However, where an activity condition evaluates to
a Boolean value, a dependency expression can evaluate to any value, and any
change in the value of a dependency expression associated to an activity will
reset the activity status to non-executed.

.1.1.3 Additional Primitives

In addition to activities and control flow constructs described above, the ROC also

have transactions and resources as explained below. But we have not considered
transactions in the work of ROC formalization.

a)

Transactions: A ROC transaction groups a set of activities to be executed in trans-
action mode. The ROC transactions differ from standard transactional semantics
in the way that they are neither long running nor be rolled back. Instead, as
also found in web-service orchestration languages such as WS-BPEL, they can
have a compensating logic to be executed in case a transaction has to be aborted.
Transactions can be either signed or unsigned. Signed transactions involves sign-
ing the data using digital certificates by single/multiple parties containing many
eForms.

Resources/Roles: ROC has a simple resource model that uses Roles to define
allowed behaviour of different users within the system. Each Role is assigned an
access right for each activity of a workflow. The possible access rights are Read
(R), Write (W) and Denied (D). The Read access is the default access right that
allows a user with the particular role to see the data of an activity. Write access
right allows the user to execute an activity and also to input and submit data for
that activity. A Denied access right has the effect of making the activity invisible
to the user. As for transactions, we will leave the formalization of Roles for future
work.

Activities are executed by default at least once, but possibly many times in a
process instance. The ROC runtime state records whether an activity has been
executed or not. If an activity has state executed, its state can be reset to not
executed under certain circumstances described above.
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Activities Roles Prede- | Activity
App| CW | Mgr| cessors | Condition
1 | Application | W | R R
Register
2 | Customer | W | W | W
Info
3 | Approval 1 | D | W | R |12
4 | Approval 2 [D | R |W |12 ~Rich
£k ~Hurry A
D
5 | Payment R W | R |34 Accept
Express o Hurry A
0 Payment ROW IR 134 Accept
7 | Rejection R |W |R § Z =Accept
8 | Archive D [W |R % E% ;

Table 2.1: Loan application Process Matrix

2.1.1.2 The Process Matrix

There is yet no formal graphical notation for ROC workflow processes. However, there
is a guideline for how to identify and specify activities, roles/actors and constraints in
a tabular format. This table is referred to as the Process Matrix, which is also used
as name for the process model. Practical experience has shown that the guideline
and the Process Matrix have been useful to extract process descriptions from domain
experts.

Below we describe a small fictive example of a loan application process repre-
sented by the Process Matrix shown in table. 2.1 . Each row of the matrix represents
an activity of the process: Filling in the application (Application), Registering cus-
tomer information(Register Customer Info), Approval of the application (Approval 1
and 2), Payment, Express Payment, Rejection and Archive. The columns are sepa-
rated in 3 parts: The first set of columns describes the access rights for the different
roles (Applicant (App), the Case Worker (CW) and Manager (Mgr) in the figure).
The Roles columns indicate that the applicant can fill out applications, but the case
worker and manager can only read the content of the application. Everyone can
register customer information, but only the case worker can perform approval 1 and
only the manager can perform approval 2, and both approval steps are invisible to
the applicant. The remaining actions can only be performed by the case worker -
they can be read by the manager and applicant, except for the archiving which is
invisible to the applicant.

The next column describes the predecessor constraints, where we indicate by
a x that the predecessor is a logical predecessor. That is, activity Approval 1 has
activity Register Customer Info as sequential predecessor and activity application as
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logical predecessor. Thus, the customer may at any time re-submit the basic info (e.g.
address and phone number) without causing a re-execution of the approval activity.
However, it the application is changed the approval must also be carried out again.
(If only changes in the amount given in the Application activity should cause Approval
to be re-executed, one could make the application a sequential predecessor of the
Approval activities, but add the amount of the loan as a dependency expression to
the Approval activities). Finally, the last row describes the activity condition. For
instance, the condition Hurry A Accept of activity Express Payment indicates that
the Boolean values Hurry and Accept in the shared data store must both be set to
true for this activity to be included in the flow. To fit the table within one column of
the paper we have left out a column stating which eForm is attached to an activity,
and which values in the shared data store are accessed and changed by the eForm:
The Application form changes the variables Rich and Hurry, and the Approval forms
toggle the Accept variable. Concretely, in the online example of the loan application
process the purposes Rich and Hurry are set by radio buttons in the eForm attached
to the Application activity in step 1, and the purpose Accept is toggled in the eForms
attached to Approval 1 and Approval 2.

The Activity Conditions in the last column depend on the purposes Rich, Hurry
and Accept. A rich applicant only needs an approval from the case worker, while a
poor applicant also needs an approval from the manager in the bank. If the purpose
Hurry is set to true, the application is treated as an express payment. The result is
that the Express payment activity (step 0) is included and not the Payment activity
(step 5). Conversely, if the purpose Hurry is set to false, the the (normal) Payment
activity in step 5 is included and not the express payment activity. Both payment
activities require the purpose Accept to be true.

2.1.1.3 Process Execution

In table. 2.2, we show a possible state of the system during an instance of the workflow
where a poor applicant applies for a non-express loan. The purpose Hurry is set to
false thus the activity Express Payment is excluded. The activity condition for all other
activities except activity Express Payment is set to true and they are included for
execution, L.e. the activity Approval 2 is included because the purpose Rich evaluates
false. The activities Application, Register Customer Info, Approval 2 have already
been executed and their activity status is thus executed. The activity Approval 1
is ready for execution, but it has not started executing. Note that the activities
Payment and Rejection can not be started because of their predecessors, but only
one of them will be executed in future as the value of purpose Accept makes the other
activity to be excluded. The activity Archive will be executed eventually after all its
predecessors, as it does not have any purposes attached to it. As mentioned above,
activity conditions will be re-evaluated after execution of each activity which makes
the dynamic inclusion or exclusion of activities possible at runtime.

Note that the registration of customer information can be done either before or
after the application, and can be redone arbitrarily often without affecting any of the
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Activities Activity Activty
Condition Status
1 | Application true executed
2 | Register Customer Info | true executed
3 | Approval 1 true can start
4 | Approval 2 true (=Rich) executed
5 | Payment true can not start (wait for {3})
6 | Express Payment false(-Hurry) | tnactive (~Hurry)
can not start (wait for {3} A
7 | Rejection true ( 3}
=Accept)
can not start (wait for ({3} A
8 | Archive true al | art (wait for ({3}
{4h v {3t~ {7})
Table 2.2: The Process Matrix at Run Time.
other steps.

2.1.2 Formalization using Linear Temporal Logic

In this section we provide formalizations of the key primitives of the Online Consultant
(sec. 21.1.1 ) and process matrix described in (sec 2.1.1.2) in terms of Linear time
Temporal Logic (LTL) [Pnueli 1977, Sistla et al. 1983] formulas. First we briefly recall
LTL and the approach in [van der Aalst & Pesic 2006b, van der Aalst & Pesic 2006al.

2.1.2.1 Executable LTL for Workflow

LTL is a temporal logic extending propositional logic to infinite sequences of states.
This is done using the temporal modal operators OFP (in the next state of the sequence
formula P holds), OF (in the current and all of the following states of the sequence
formula P holds), &P (in the current or at least one of the following states of the
sequence formula P holds), and Q U P (in the current or at least one of the following
states of the sequence formula P holds and formula Q holds in all states until that
state is reached).

LTL has been extensively used as property language [Dwyer et al. 1998] for au-
tomatic verification of reactive systems, also referred to as model checking [M.Clarke
et al. 1999]. The basic principle of model checking is to use an automatic tool to
check if a system, usually described by an automaton, satisfies a property specified
in a property language, which is often a temporal logic. In this case one can say that
the system is a model of the property.

The key idea of the paradigm shift proposed in [van der Aalst & Pesic 2006b] is
to turn this around and use the declarative, temporal logic language to provide the
system (workflow) definition. The system is then defined as a formula that charac-
terizes the valid completed sequences of activities, e.g. that in a completed instance
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execution a certain activity must always occur before some other activity.®> In ac-
knowledgement to the fact that LTL formulas may be too difficult to understand for
process designers, the authors in [van der Aalst & Pesic 2006b] propose to use so-
called constraint template formulas, also referred to as policies or business rules.
These templates are further equipped with a graphical notation.

It is worth noting, that a similar paradigm shift was in fact also proposed by
Gabbay in [Gabbay 1987] where he suggests to use LTL formulas as execution lan-
guage for interactive systems. Moreover, Gabbay showed that one could ease the
description of systems by using LTL extended with past time modalities by proving
that any LTL formula with past time modalities can be rewritten to an equivalent
(but in the worst case exponentially longer [Laroussinie et al. 2002]) LTL formula with
only future time modalities. We exploit the use of past time modalities below to give
more succinct formalizations of the activity resets in ROC.

It is important to recall, that the difference between using a declarative language
as opposed to an imperative language is on the ease and flexibility of expression
and not on expressiveness: Any LTL formula can be automatically translated to an
equivalent finite automaton over infinte sequences and vice versa [Sistla et al. 1983].
The point made in [van der Aalst & Pesic 2006b, Gabbay 1987] is that one may use
this correspondence to let the workflow engine construct an automaton from the
declarative LTL description that can be used for execution of the process.

As described in the previous section the Process Matrix employed in ROC is in
fact an example of a declarative workflow language used in practice. Our aim is to
give a translation from the Process Matrix model to LTL, which translates any Process
Matrix process M into an LTL formula [[M]] such that the sequences of states for which
[M] is true is exactly the sequences of states that constitute valid executions of the
process M. Concretely, our formalization is defined as extensions to the LTL template
formulas given in [van der Aalst & Pesic 2006b, van der Aalst & Pesic 2006a]. As in
[van der Aalst & Pesic 2006b, van der Aalst & Pesic 2006a] we assume a discrete time
model where any step between two consecutive states in the sequence corresponds
to the execution of one activity in the workflow, and we deal with the fact that
workflow executions are finite and LTL is interpreted over infinite sequences by
using the standard stutter extension, assuming that the finite workflow executions
are terminated by an infinite sequence of steps with no change in the state. The
basic propositional formulas we employ will be Boolean formulas over propositions
on the state space and the current activity. In particular, the proposition (act == A)
is true in a state if the last executed activity is A.

A basic example of an LTL template in the DecSerFlow language is the constraint
template existence(A: activity) formalized as Olact == A) in LTL. It simply states
that there exists a step in which activity A is carried out.

An example of a so-called relation formula [van der Aalst & Pesic 2006b] is the
constraint precedence(A : activity, B : activity) which states that an activity B is

3Note that a partial execution sequence need not satisfy the formula, as long as it is possible to
complete the sequence in a way that makes the formula satisfied.
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preceded by an activity A, Le. the activity B can not be executed before activity A has
been executed. This template formula uses the existence template as a sub formula
and is expressed in LTL as

existence(B) = (l(act == B) U (act == A))

where | denote the the Boolean negation. Reading the formula, it expresses that if
there exists a state in the sequence in which B is carried out then there exists a
state in the sequence in which A is carried out for which B is not carried out in any
of the preceding states. This is equivalent to the intended property that the activity
B can not be executed before activity A has been executed.

Another example of a relation formula is the constraint response(A : activity, B :
activity) which expresses that whenever the activity A is executed then B must also
be executed after it. This formula is expressed in LTL as

O((act == A) = existence(B))

From the response and precedence templates one may build composite relation
templates, such as the template succession(A: activity, B : activity) expressed in
LTL simply as a conjunction of the two templates:

response(A, B) A precedence(A, B)

The formula expresses that every execution of activity A must be followed by an
execution of B and any execution of B must be preceded by an execution of A. One
may have already noticed similarities with the primitives in the Process Matrix. In
the following section we can see that the Process Matrix primitives can indeed be
formalized similarly to the templates given above, but with some interesting variations
due to the use of activity and dependency conditions. We do not consider the roles
nor dependency expressions.

2.1.2.2 From the Process Matrix to LTL

To define the translation from the Process Matrix model to LTL we describe how
the individual primitives can be expressed as templates in LTL. The formalization
of a Process Matrix workflow M will then be an LTL formula [M]] which is a set
of formulas in conjunction obtained by instantiating the templates according to the
entries in the Process Matrix. Our aim is that [[M]] is true exactly for the sequences
of states that constitute valid executions of the process M. However, we leave for
future work to evaluate the correctness of the formalization.

In the following we assume a Process Matrix workflow M. We let A and B range
over activities in M and write actcon(A) for the activity condition specified in the
Process Matrix M for an activity A.

The first formula used for the formalization is then the LTL formula act_include(A:
activity) given by

O(O(act == A) = actcon(A))
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It expresses that an activity A can only be executed in the next step if it is included
in the present, i.e. its activity condition is true. The formula act_include(A) is then
included in the conjunction in [M] for every activity A in M.*

To formalize the remaining ingredients we define a few templates used as sub
formulas. The first such template is act_including(A, B) = (act == A) A actcon(B)
which expresses that activity A is executed and at the same time the activity B is
included in the process (because the acitivty condition for B is true).

The second template is existence_act_including(A, B) = Gact_including(A, B)
which extends the existence template for DecSerFlow to express that an activity A
is eventually executed and at the same time the activity B is included in the process.

We now go on to formalize the control flow primitives of the Process Matrix.

21.2.21 Sequential Predecessor

The sequential predecessor constraint is similar to the precedence formula in DecSer-
Flow described above, except for the use of the activity condition in the Process Ma-
trix. We define the constraint template sequential_predecessor(A : activity, B :
activity) stating that A is a sequential predecessor of B by the LTL formula
existence_act_including(B,A) = (lact_including(B,A) U (act == A)). Let
A <p B denote that A is a sequential predecessor of B in M. We then include the
formula sequential_predecessor(A, B) in the conjunction [[M]] for any pair A <y B.

2.1.2.2.2 Activity Reset

To formalize the logical predecessor constraint, we need to formalize the somewhat
complex handling of activity resets in ROC. We want to define a template reset(A)
which expresses that the activity A is being reset in the current state. Here we exploit
the past time modality Since written as Q S P and the past time modality YP. The
Since modality is the dual of the until modality and is true if in the current or at least
one of the preceeding states the formula P holds and formula Q holds in all states
since that state. The past time modality YP is true if P holds "Yesterday’, i.e. in
the previous state. As described in [Gabbay 1987 we can translate the formalization
including past time modalities into a pure present and future time formula.

*
Let A <y B denote that A is a logical predecessor of 5 in M. If there is a chain

of logical predecessors Ay EM A 2A/l 2/\4 Ak, for which actcon(A) is true
for i € {0,..., k}, te. the activities A; are all included in this state, and the first
activity Ag is executed or changes from not-included in the previous state to included
in this state, then the activity Ax will be reset in the Process Matrix. To formalize
this, first define the template included(A : activity) = Ylactcon(A)Aactcon(A) and
define chain(Ao, A) = {[Ao, M. ... A | Ao <m At <at o < A = A}, e the
set of all chains of logical predecessors with Ay as first and A as the last activity.

Then we define the template resetchain(A) = \/Be/\/l,cahmn(B,A)(/\A/eC actcon(A') A
(included(B) V (act == B)).

"We also include the formula A ,_y!(act == A) in the conjunction stating that no activities are
carried out before the initial state.
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Finally, we define the template reset(A) =!(act == A) S resetchain(A), which
we will use below.

2.1.2.2.3 Logical Predecessor

Logical Predecessor is a strengthening of the Sequential Predecessor constraint.
The template reset(A) allows us to formalize the template logical_predecessor(A:
activity, B : activity) in LTL as sequential_predecessor(A, B) A O(reset(A) =
sequential_predecessor(A : activity, B : C/Ctivity)) We then include the formula

logical_predecessor(A, B) in the conjunction [[M]] for any pair A 2M B.

2.1.2.2.4 Activity Execution

The final part of the formalization, is to express when an activity should be executed.
We use the template executed(A : activity) =!reset(A) S (act == A), Le. using
the template reset(A) and the since modality to describe that an activity has status
executed if there exist a state in the past where it is executed and it has not been
reset since. The activity execution formula can then finally be formalized as

(COexecuted(A)) V (COlactcon(A))

which is included in the conjunction [[M] for every activity A in M. The formula
expresses that either the activity A has status executed continuously in some future
state, or it is excluded from the process. (Recall that we interpret LTL over infinite
sequences and assume the execution sequences of ROC to be terminated by an
infinite sequence of states with no change)

2.1.2.3 Process Matrix

Based on the defintions of primitives explained in the previous paragraphs, we now
define the Process Matrix Workflow M and its equivalent LTL formula [M]. The
Process Matrix is b-turple

M = (Avi, <mC Av X Avt, <mS A X Avi, V. Fa: Au — P(V)

where

—_

. Aum s the set of activities

2. <mC Am x Apm is the sequential predecessor relation

w

*

. <mC Ay X Ap s the logical predecessor relation

4. V is a finite set of variables

5. Fpm i Ay — P(V) provides the set of variables the form may modify

The LTL formula for a Process Matrix M will then be
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M]] = Naeay, (act_include(A)) A executed(A))
/\A,BeAM, A<y S€quential_predecessor(A, B)

/\A BeAy, AL Blogical_predecessor(A, B)
, M. M

(act == init) N OO(act = init)
Nacay, v—Fuiay), xevallBlact ==A) = (Y(v = x) & (v = x)))

> > > >

where

1. Naea, lact_include(A) A executed(A)) represets set of included and executed
activities from workfow instance

2. \s BeAy, A<yB Sequential_predecessor(A, B) contains set of sequential pre-
decessor constriants

3. /\A,BeAM, 2B logical_predecessor(A, B) contains set of logical predecessors
constraints.

4. (act == init) represents the initial state of the workflow.

5. /\AeAM’ V—form(An), evalBlact == A) = (Y(v = x) & (v = x))) represents

state of all variables which are not part of the current activity and their state
remains the same during the execution of current activity.

This concludes our work on formalization of the Process Matrix. In the next
section, we will describe a case study from healthcare sector which was conducted
in Danish hospitals on the oncology treatment.

2.1.3 Case Study: Healthcare Workflow

It has been known for quite a while that there is a need for making clinical working
practices safer, as too many errors happen causing suffering or even death of patients
[Kohn et al. 2000]. Due to the complexity, the high mobility and ephemerality of the
daily clinical work [Bardram & Bossen 2005, Badker & Christiansen 2004] safer
working practises will require better coordination, efficient collaboration and not
least fulfilment of up to date clinical practice guidelines (CPG) [Davis & Taylor-
Vaisey 1997, Grol & Grimshaw 2003].

One way of supporting this is by the use of of IT based clinical decision support
and better linkages in and among IT-systems [Bates et al. 2001]. Indeed, according to
[Mulyar et al. 2007, Lenz & Reichert 2007] on of the best options for improvement in
clinical work seems to be IT supported clinical processes based on CPGOs. However,
the use of IT based CPGOs is challenging in several ways. Firstly, due to continuous
development of new knowledge within the medical domain the mean survival time
of clinical guidelines is short, approximately 2 years [Shojania et al. 2007]. Sec-
ondly, there is a need for guidelines to be flexible and adaptable to the individual
patient [Quaglint et al. 2001]Thirdly, no coherent theoretical framework of health
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professional and organiza-tional behaviour and behaviour change has yet been es-
tablished [Grimshaw et al. 2004]. Finally, it is a serious challenge that health
professionals currently tend not to follow clinical guidelines [Cabana et al. 1999].
One of the reasons for this could be that clinical guidelines are not embedded in the
clinical work processes and the technology available in the clinical setting today.
Oncology clinics are an example of a clinical speciality for which it is known that
there does exists a high number of CPGs that are followed to a certain degree by
the health professionals. For this reason we found it interesting to perform a series
of field studies in oncology clinics, to examine enablers and obstacles for use of IT-
supported clinical guidelines. The field studies are presented in Sec. 2.1.3.1 below.
Based on the field studies and our examination, we then proceeded to investigate
in Sec. 2.1.41 how the current paper based workflows could be supported using a
commercial declarative workflow management system, which relates to the CIGDec
approach of Pesic and van der Aalst [van der Aalst & Pesic 2000b]. We believe that
the resulting model rather naturally extends the paper based flowchart table used at
the hospitals, and in particular avoids the introduction of complex cyclic control flow
graphs and over specification as also pointed out in [van der Aalst & Pesic 2006b]

2.1.3.1 Field study - usage of CPGs in Danish oncology clinics

2.1.3.1.1 Method

Observations were made on three Danish oncology clinics by two observers. Four
days of observation were made at each clinic. Besides observations, access to all
clinical guidance material was granted. All the clinics were specialized within oncol-
ogy; two of them were university clinics. The focus of the observation study was on
the use of CPGs as defined by Field and Lohr [Field & Lohr 1992]: Clinical practice
guidelines are systematically developed statements to assist practitioner decisions
about appropriate health actions for specific clinical circumstance. We especially
looked at the work of nurses, doctors and pharmacists in relation to chemotherapeu-
tical treatment of patients.

2.1.3.1.2 Overall treatment processes and guidance documents

Patients are referred to the clinics with a diagnosis of cancer. By the first visit in the
outpatient clinic the patient is informed about pros and cons of chemotherapy by a
doctor, and an overall patient plan for oncological treatment is outlined. In subsequent
visits chemotherapy is given, in between visits to the outpatient clinic monitoring of
side effects to chemotherapy are done by laboratory tests. The chemotherapeutic
treatment is based on a number of different types of guidance documents and di-
agrams depicted in Figure 2.2. The basis of the treatment is given in a standard
treatment protocol or a research protocol, which constitute the CPG. The protocols
are written in a narrative form with a description of the current knowledge of treat-
ment of the disease in case as well as a thorough description of the drugs to be
used. The size of a research protocol is app. 60-80 pages and a standard treatment
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protocol is app. 30-40 pages. Protocols are generally developed in cooperation be-
tween several oncology departments, frequently with a pharmaceutical company as
a main sponsor and actor. Research protocols are often multinational. Based on the
protocols local practice guidelines (also referred to as standard treatment plans) are
made as well as a treatment overview, in daily speech referred to as the noughts and
crosses diagram. The noughts and crosses diagram describes the whole pathway
including medical treatment as well as examinations during several months. There
will often be deviations from the original plan due to side effects to treatment, other
medical problems or resource problems in the hospital.The flow of each chemother-
apeutic treatment session is guided by the so-called patient flowchart, which also
records the state of the treatment session. Below we will describe the workflow
resulting from the flowchart in more detail; this will be the focus of the remaining
part of the section.

Research or

Standard \
Treatment

Protocol(CPG) o s [7 [w]n] =
General v Aoy O Noughts
g . Activity o o
Guidelines nowny| G &
Activity o|o o
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Figure 2.2: Overview of the relation between research protocols/standard treatment
plans, local practice guidelines (standard plans) and flow charts. General guidelines
are use at the hospital, containing issues like the treatment of diabetes.

2.1.3.2 Current workflow for chemotherapy treatment sessions

Fig. 2.2 shows an overview of the workflow which is reiterated in every chemother-
apeutic treatment session. In the flowchart the basic information about the patient
is registered, including the latest lab results as well as height, weight of the pa-
tient. Based on this information and the patient history of any major adverse effects,
the doctor calculates the therapeutic doses of chemotherapy, documents it on the
flowchart and signs it. The flowchart is transferred from the doctor to the controlling
pharmacist (who can be situated near by in the clinic or far away in the pharmacy)
where it functions as a prescription from the doctor. The controlling pharmacist con-
trols the doctors dosage calculation and writes the information in a working slip that
is used for the pharmacy assistant who is doing the preparation of the drug(s) in
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case. During preparation the quantity of all products as well as batch numbers are
registered in the working slip, finally the working slip is signed by the pharmacy as-
sistant, and the product - usually a drip bottle or a pump with a content and patient
information note stuck to it, is referred to the controlling pharmacist for check out.
When the controlling pharmacist has checked that the produced drug mixture and
patient information note matches the flowchart and the working slip, the pharmacist
put small green ticks on each item in the flowchart and finally signs it. Subsequently
the flowchart and the product is referred to the treatment rooms, where the respon-
sible nurse together with another authorized person (nurse or doctor) checks that
the product and flowchart matches, both regarding content and patient information.
The responsible nurse then signs the flowchart and the medicine is administered to
the patient. In parallel to this the nurse will administer adjuvant medicine like anti-
emetics, cortisol and other drugs that are prescribed in the local practice guidelines.
The nurse registers the medication in the Medicine Order and Administration (MOA)
IT system that currently is being implemented in all the oncology departments.
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Figure 2.3: Oncologic workflow in relation to chemotherapeutic treatment of patient.

2.1.4 Preliminary conclusion to the case study

Several characteristics of the work were elucidated in the case study:

e There are several professional actors involved in even rather simple workflows
like the ones we studied (they are all involved in more than one workflow at
the same time).

e The flow is guided by the flowchart, which is simply a table with a column
to which the Doctor and Chemist add information and/or a signature, thereby
capturing the state of the session.
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e The workflow is distributed: the doctor and nurse, pharmacist, and pharmacy
assistant are physically located in different places at the hospital and the
current paper used for controlling the workflow is physically transferred by a
porter or nurse (or faxed) between the different actors.

e Only the actor currently possessing the flowchart knows its state. Much time
was used waiting for and controlling the status of the former process step, to
be able to plan own work.

e There are a number of check-points. If a check fails (e.g. the Chemist or Nurse
doubts the validity of the current state, the previous actors are asked to verify
the state and possibly redo a calculation.

e Fxceptional events like the medicine getting too old (e.g. if it is not transferred
to the treatment rooms and approved within 24 hours) also led to recurrence
of activities.

e Only the state (information) and the actors are implicit in the flowchart. The
ordering of events (i.e. transfer of the flow chart between actors), handling of
exceptions and recurrence/validation of calculations are implicit.

In our observations we found several potential enablers and obstacles to digital-
ization of the process support, which have been collected in Fig. 2.4 below.

We believe that IT based process support has a potential in relation to chemother-
apeutic treatment of cancer patients. It is though important to be aware that such a
change in the clinical work is not just a question of giving access to the right applica-
tions. Access to the right equipment as well as integrations of it-systems is manda-
tory. Also the organisational workflows have to be analysed and maybe changed.
This demands managerial support. More work has to be done to understand the or-
ganisational and social implications. To obtain knowledge about organisational and
social implications it is important to establish carefully planned experiments with
process support in clinical settings. In this case study, we concentrate on how the
workflow of a single chemotherapeutic treatment session may be supported by a
workflow management system, and in particular how the workflow can be described
as an executable process. A central issue is how to make the implicit ordering of
events (and the additional verifications and possibly recurrences of events) explicit.
One option is to use an imperative flow graph based notation such as Petri Net or
BPMN. However, it would include arrows for capturing the control flow (including
cycles for the verification and recurrence of events), which would differ radically from
the notation used in the current case study based setting. As suggested by van der
Aalst and Pesic in [van der Aalst & Pesic 2006b] one can avoid introducing the explicit
control flow as a complex flow graph by instead using a declarative notation such
as the CIGDec model. Following this idea, we will investigate below how to specify
the treatment session in a commercial declarative workflow management system, the
Resultmaker Online Consultant.
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Enablers

Obstacles

The nurses do a lot of walking between treat-
ment rooms and pharmaceutical preparation
rooms to obtain status on the workflow. An
up to time status on preceeding process steps
would make it easier for the actors down

stream to plan work.

Feeling of competence. 'l have
been here for a hundred years,
so | know what to do, and | know
the procedures’ guidance are not

sought for.

Many patients had to follow more than one
CPG, due to co-morbidity or adverse effects
of treatment

Oral culture problems are prefer-
ably discussed with peers, even
rather fact based ones.

Meeting legal demands: In the current situa-
tion, the pharmacist is lacking a copy of the
prescription, which is a legal demand.

No clinical managerial pressure.
It is not expected than profession-
als look things up in the exist-
ing sources (Paper or IT-based).
There is no control (no count on
hits)

It was clear from our observations that CPGs
and standard treatment plans was more
vividly used if they were embedded in the
work processes.
of documentation templates, automated order
forms or decision algorithms.

This could be in the form

Rigid work flows that has been
founded using low-tech informa-
tion technology like paper

Many new-commers, as they are more active
users of CPGCs than those that had been in
the job for a longer period. So in departments
with a high turn around of employees process
support will be more sought for.

Lack of integration between pro-
cess support and all the clini-
cal information systems, among
which some are still not digi-
talised.

Experience among clinicians that guidelines
are hard to find especially IT based ones 'l
get 35 hits in a search for resuscitation".

Lack of access to computers, with
low response time and single sign
on to (all) the clinical IT-systems

Figure 2.4: Enablers and obstacles for digitalized clinical process support.

2.1.4.1 Treatment Workflow in ROC

As explained in the previous section, the ROC uses so-called eForms as its princi-
pal activities and allows one to declare the sequential constraints and dynamically
included verification steps (and implied recurrences of activities) as found in the on-
cology treatment workflow using so-called sequential and logical predecessor con-
straints and a notion of activity conditions. There is yet no formal graphical notation
for the ROC processes, but there is a guideline for how to identify and specify activ-
itles, roles/actors and constraints in a table of a specific form jointly with the users.
This table is referred to as the Process Matrix (PM), which is also used as name for
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the process model.

Table 25 below shows an example of a PM (simplified to preserve space) for
the Oncology workflow presented in the previous section. Each row of the matrix
represents an activity of the Oncology workflow. The columns are separated in 3
parts: The first set of columns describes the access rights for the different roles:
Doctor (D), Nurse-I (N1), Nurse-Il (N2), Controlling Pharmacist (CP), Pharmacist
assistant (PA). The next set of columns describes (sequential and logical) predecessor
constraints. The last set of columns describes activity conditions.

2.1.4.1.1 Activities and execution.

The notion of an activity in ROC is like in any other workflow language, which
means an activity is atomic and corresponds to a logical unit of work. Activities are
executed in parallel by default and they can be executed any number of times, unless
constrained as described below. The state of the ROC records whether an activity
has been executed or not. If an activity has been executed, then that activity will
have status executed. Its state can be reset under certain circumstances explained
in Control Flow Primitives sub section. We say that the flow has state complete at
any point where all activities (currently included in the flow) have state executed.

As we have discussed in the previous section, ROC contains pre-defined activity
type, efForm Activity. The eForms are web questionnaires that have graphical user
interface elements displayable in a web browser. The fields on the eForms are
mapped to variables in the shared data store and the data filled in by the users will be
available to all activities of the workflow instance. The eForms are appended to ROC
activities in process definitions and at run-time when an eForm activity is executed,
the corresponding eForm will be displayed to the user for human interaction. All
activities in the example, except signing activities, are eForm activities.

In order to provide authentication for the data filled in by the users, the ROC
uses Signing Activity. The user data on eForms will be digitally signed by using
XML digital signatures syntax and users digital identity certificates. A single signing
activity supports signing of data from multiple eForms. In the example all the activities
named Sign are signing activities.

The ROC supports a simple resource model using Role-based access rights to
define permissions on the activities to different users of the system. The possible
access rights are Read (R), Write (W), Denied (N) and the default access right on
activities is Read access. The Read access right allows a user with the particular
role to see the data of an activity, where as Write access right allows the user to
execute an activity and also to input and submit data for that activity. A Denied
access right is the same as making an activity invisible to the user, i.e. the user does
not see it as part of the flow. In the example we have used the denied access right
to shield the Pharmacist assistant from the rest of the workflow.

Every activity in the ROC has a logical activity condition. An activity condition is
a Boolean expression that can reference the variables from the shared data store. If
an activity condition is evaluated to be true, the activity is included in the workflow,
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Figure 25: Information marked with * could be transferred from or registered au-
tomatically in another hospital information system (HIS) W= write, R = read, N =
denied access.

otherwise the activity will be skipped. Activity Conditions in ROC workflow model
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are re-evaluated whenever necessary, so the inclusion of an activity can be changed
during the lifetime of the workflow instance. If the activity condition changes to false
during the execution of an activity (e.g. when a user is filling in an eForm), the user
will be informed that the activity is no longer part of the flow and no data will be
changed. This guarantees atomicity of activities.

In the example we use two Boolean variables TrustO and TrustP to control the
inclusion of the verification actions 1.2.3 and 1.45 respectively. When the doctor
signs the ordination in activity 1.2.2, TrustO is also set to false, thereby excluding
the verification from the flow. However, it may be set to true during activity 1.3.1,
151 or 1.5.2. This will force the verification step to be executed and all activities
having it as logical predecessor to be reset (see below).

Sequential predecessor constraints are marked in the Predecessor (Seq) column
in the example. For instance, Activity 1.2.2 (Sign) is a sequential predecessor of
activity 1.2.3 (Verify), capturing that it does not make sense to verify an ordination if
it has not been signed. Also, every activity in the group 1.1 is sequential predecessors
of every activity in group 1.2 In the example, the verification action 1.2.3 may reset
activity 1.2.1 (if the doctor finds out during verification that he needs to recalculate
the ordination). This again causes activity 1.2.2 to be reset, since it has activity 1.2.1
as a logical predecessor.

2.1.4.2 Discussion

It is well known that healthcare processes are complex [Drucker 1993] and although
much time is used on coordination [Reddy et al. 2001] errors happens too frequently
[Kohn et al. 2000]. The CPGs can support healthcare employees in the process of
following best practice consistently [Grol & Grimshaw 2003, Sim et al. 2001], but it
is also well known that impediments to access relevant guidelines is an obstacle for
use [Thorsen & Makela 1999, Feder et al. 1999]. Thus it seems obvious to embed
CPGs in clinical IT-process support, although the success of such projects has not
been convincing [Lenz & Reichert 2007, Ash et al. 2004].

In our case study of a rather simple clinical work process we found that the pro-
cess had an extension in both time and location and several actors were included.
Although the process was frequently repeated there were also frequent alterations
and recurrences due to returns to previous steps in the workflow. These challenges
could be supported in a natural way by the declarative primitives in the ROC work-
flow management system. Also, the activity conditions allow smooth combination
of several sub-workflows. This would be a way of implementing the noughts and
crosses diagram, which indeed specify for each day which sub workflows are rel-
evant. ROC supports the paradigm of embedded although visible CPGs in clinical
[T-systems. Though one have to be aware that IT based business support will lay
the grounds for new work processes, so one should not just automate existing paper
based work processes [Berg & Toussaint 2003].
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2.1.4.21 Professions, professionalism and process support.

In the ROC independent roles can be defined for all actors. The rights to read, fill in,
and proceed to next step and to change the flow can defined in relation to each role
and activity. This can make it possible for the actors to see the status of the process
upstream, and thus make the planning of own work easier.

Health professionals are a heterogeneous group, some with little and some with
immense experience within a field. Although experience may not totally protect a
clinicitan from committing errors the risk is less and the source of annoyance from
detailed guidance by the IT system will be huge. In the ROC focus is on the overall
clinical managerial process, for the inexperienced there are links to CPGs outside
the ROC.

Nevertheless it will be a cultural challenge for clinicians to have a clinical process
system directing the road ahead [Berg et al. 2000}, as well as it will have impact on
the training and socialization of new comers to the field [Mimnagh & Murphy. 2004].
The communication culture in the healthcare sector is profoundly oral [Coiera 2000].
We observed several examples of clinicians discussing factual topics to which the re-
ply only would be a few clicks away. The cultural element will always be a challenge
when implementing new technology, especially when it fundamentally changes the
work processes [Orlikowski & Gash 1994].

2.1.5 Conclusion

Initially, the work on formalization of ROC was done as part of PhD candidate’s 1st
year Industrial PhD project on behalf of Resultmaker A/S as a pre-project to the
current doctoral thesis work, with a key focus to formalize the primitives of ROC and
to develop it as a formal foundations for declarative flexible workflows and to use it
as a testbed for research in TrustCare project. But the industrial PhD project was
stopped by Resultmaker later due to their financial troubles.

Further, we had also explored using the ROC formalization work to further develop
it as a generic formal foundations for declarative flexible workflows, but we have
chosen to develop a new formal model instead of using ROC formalization due to the
following reasons.

1. ROC is a data-centric declarative workflow management system with a lot
of complex primitives such as dependency expressions, transactions. Further,
some of the primitives such as dependency expressions are tightly integrated
and built over data. But as part of TrustCare project, we had been looking
for a more general formal model that is declarative with simple primitives, yet
sufficiently expressive, which can be used for both specifications and execution
of workflows and business processes, which may not be not necessarily data-
centric.

2. The work on the formalization of ROC is based on using LTL as a language
for specification of business processes and during our work we had realized
that executing process models specified in temporal logics such as LTL is quite
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complex. Further, a master’'s thesis in our group [Slaats 2009] has explored
the challenges of using temporal logics for business process execution, where
in it has looked into various ways of generating an automaton from an LTL
process specification that can be used for execution. It has explored the two
main approaches of generating an automaton from a LTL specification: creat-
ing a generalized Biichi automaton [Gerth et al. 1996] and creating a Miller
automaton [de Jong 1991] and further it has proposed it's own algorithm based
on the rewriting of LTL formulae for the unsafe on-the-fly execution. However
it has noticed that for more flow-orientated process models, the LTL formulae
to describe them will grow very quickly in size and complexity and further
the automata generated for these complex LTL specifications is quite huge and
time consuming to generate and hence we came to a conclusion that it is not
practical to use LTL as modeling language for business processes.

However, we believe that the study of formalization of ROC is a starting point for

a valuable cross-fertilization between development of workflow management systems
in practice and research in theoretical computer science and motivated us for devel-
opment of our formal model DCR Graphs. The predecessor primitives of the Process

Matrix are similar to the primitives considered by van der Aalst and Pesic in [van der

Aalst & Pesic 2006a, van der Aalst & Pesic 2006b] , and quite useful constructs in
the domain of business process modeling and hence carried over to our formal model
DCR Graphs. Further in our opinion, the use of activity conditions suggests inter-
esting variants of the constraint templates and hence also partially motivated for
dynamic inclusion and exclusion relations in our DCR Graphs.
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2.2 DECLARE: A Constraint Based Approach For Flexible Workflows

In this section we briefly introduce another important motivation for our formal model:
DECLARE [van der Aalst et al. 2010a, Pesic et al. 2007, van der Aalst et al. 2009]
and its declarative process languages [van der Aalst & Pesic 2006a, van der Aalst
& Pesic 2000b]. In this section, we very briefly introduce DECLARE framework and
key primitives of its declarative languages and further explain how it has served as
motivating factor for DCR Graphs.

The DECLARE is a system for supporting declarative or loosely-structured pro-
cess models. The DECLARE has been developed as a constraint-based framework
that uses declarative languages expressed in linear temporal logic [Pnueli 1977] for
specification and execution of business processes. Even though the DECLARE is a
framework for declarative processes, it offers most of the features similar to tradi-
tional workflow management systems such as process development tools, verification
support, simulation support for model execution, support for adaptive changes and
support for mining of already executed processes [Pesic et al. 2007]. As opposed to
imperative approaches to process modeling, the DECLARE uses declarative modeling
paradigm and the difference between the declarative and imperative approaches have
been discussed in sec 1.4 of the introduction chapter.

2.2.1 Process Modeling

The DECLARE uses constraints to specify relations between activities/tasks. Like
traditional modeling languages (for example BPMN), offering a predefined set of
relations between tasks or activities such as sequence, choice, parallelism, and loop,
the DECLARE allows for customized constraints templates for specification. The
Declare framework supports two very similar declarative languages: ConDec [van der
Aalst & Pesic 2006a] and DecSerFlow [van der Aalst & Pesic 2006b]. ConDec is a
declarative language for specification of business processes and workflows, where as
DecSerFlow is language tailored towards the specification of web services.

In the DECLARE it is possible to define new constraint templates using linear
temporal logic (LTL). Basically new templates can be defined using basic LTL opera-
tors: always (0), eventually (<), until (L), next (O). LTL constraints can be assigned
with name and graphical notation, so that users are not constrained to know LTL,
on the other hand they can use graphical languages to model the processes, without
knowing the underlying LTL formulae. The list of predefined constraints in LTL that
can be used in DECLARE can be found in [van der Aalst & Pesic 2006b], however, here
we will briefly mention about two constraints: precedence and response constraints,
which are also motivation for condition and response relations in our formal model.
The semantics of those two constraints are given in 2.1.2.1. In fact, we have used
the same graphical notation and semantics for the two relations in our formal model
DCR Graphs, which will be introduced in chapter 3.

The DECLARE framework supports both mandatory and optional constraints. The
tool enforces the mandatory constraints so that an execution can not violate the



2.2. DECLARE: A Constraint Based Approach For Flexible Workflows 41

mandatory constraints, where as in case of optional constraints, users are allowed
to violate them and in such a case the tool only warns about violation of an optional
constraint.

2.2.2 Process Execution

The specification of a process in DECLARE is mapped onto a set of LTL formulae,
primarily defining the constraints between the activities. From the specification in
LTL, an automata is generated using standard techniques [Certh et al. 1996] to gen-
erate automata from an LTL formulae. Many algorithms have been developed in the
last decades about generating the an automata from LTL specification and DECLARE
uses an algorithm that creates finite words automata [M.Clarke et al. 1999] from
LTL formulas of specification. Once the automata is generated, it is used to support
enactment and monitor state of each constraint.

Adopting the runtime instances of process is an important feature of flexible work-
flow management systems and the DECLARE supports changing the process models
during their execution. In DECLARE, it is possible to add, delete activities together
with relating constraints and also possible to change the data associated with ac-
tivities and constraints can be added or deleted and can be made optional during
execution of process instances [Pesic et al. 2007].

When a model is adopted, it verifies the compliance of these changes and the
users will be notified if there are any conflicts with the already executed part of the
instance. After the adaptation of the running instances, the modified process model
is re-initialized and a new automata will be generated from the modified process
instances based on the new set of constraints and finally the already executed part
of the instance is replayed on the new automata, to get the updated state.

2.2.3 Conclusion

The DECLARE and its declarative languages ConDec [van der Aalst & Pesic 2006a]
and DecSerFlow [van der Aalst & Pesic 2006b] are one of the first few workflow
formalisms that made significant impact on the research of finding new ways of
modeling for achieving flexibility. Our approach is closely related to the work on
ConDec [van der Aalst & Pesic 2006a] and DecSerFlow [van der Aalst & Pesic 2000b].
The crucial difference is that we allow nesting and a few core constraints making it
possible to describe the state of a process as a simple marking. ConDec does not
address dynamic inclusion/exclusion of activities, but on the other hand allows one to
specify any relation expressible within Linear-time Temporal Logic (LTL). This offers
much flexibility with respect to specifying execution constraints. In particular the
condition and response relations in our formal model are same as precedence and
response constraints and hence we have used same graphical notation.

However their approach suffers from problems related to efficiency in executing
business processes [van der Aalst et al. 2009]. The DECLARE engine has problems in
dealing with large workflow specifications because of the complexity of generating
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automata from the LTL specification.

In the recent years, there has been significant work in DECLARE framework on
improving the efficiency of translation from LTL to automata. Especially in the latest
work [Westergaard 2011], significant performance has been achieved by exploiting
characteristics of LTL formulae originating from a DECLARE specification as they are
conjunction of simpler formulae defined by the individual constraints. The approach
used by Westergaard in [Westergaard 2011], is by computing automaton product
for the individual formulae instead of computing the automaton for the whole LTL
specification which is a conjunction of all the formulae. No doubt, the DECLARE has
also served as a big motivation for using declarative modeling primitives for our formal
model. However as mentioned in the summary 2.1.5 of last section, we have decided
to not to use LTL for specification of modeling language for business processes.
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2.3 Event Structures

In this section, we briefly introduce the Event Structures [Nielsen et al. 1979, Winskel 1986,
Winskel 2011, Winskel & Nielsen 1993, Winskel & Nielsen 1995, which serves as the
base theory behind our formal model DCR Graphs. First we give a brief introduc-
tion to the theory behind event structures and later we introduce some of the basic
definitions of event structure with an example and finally we provide concluding re-
marks stating the reasons for choosing the event structures as the base theory for
DCR Graphs.

2.3.1 Introduction

Event Structures can be regarded as a minimal, declarative model for concurrent
processes. In a more general setting, event structures can be thought as a model of
computational processes and a process can be represented using event structures as
a set of event occurrences with an explicit relation to express how events casually
depend on others [Winskel 1986]. More precisely, in event structures what is impor-
tant is the significance of events and how the occurrence of an event depend on the
previous occurrence of some other events. To model nondeterminism, event structures
have binary conflict relation between the events, expressing how occurrences of some
events will rule out the possibility of happening of others events.

The primary motivation for event structures was to develop a theory of concur-
rency that incorporates insights from both Petrinets [Petri 1980, Petri 1977] and Scott
domain of information [Scott 1970, Scott 1976, Scott 1982], by connecting the idea of
events with partial orders of information [Nielsen et al. 1979]. The relations on events
in the event structures bear a close relationship to the Petrinets, where as the con-
flgurations and states of an event structure represents the information about what
events have occurred and hence determine a Scott domain of information. Due to this
dual nature, Event structures stand as intermediary between the theories of Petri nets
and denotational semantics and by sharing the ideas from both formalisms, they serve
as bridge between the two theories [Winskel 1986].

2.3.2 Event Structures, Configurations

In this section, we will introduce some of the basic definitions of event structures,
based on the formal definitions from [Winskel & Nielsen 1993].

Definition 2.3.1. A prime event structure is a 3-tuple ES = (E, <, #) where
(i) E is a (possibly infinite) set of events
(i) < CE x E is the causality relation between events which is a partial order

(iii) # C E x E is a binary conflict relation between events which is irreflexive and
symmetric

An events structure (ES) must satisfy the conditions that
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1. causality relation satisfies principle of finite causes
Ve |={e'| e < e} is finite for any e € E.

2. conflict relation satisfies the principle of conflict heredity
Ve, e/ e’ € Eette! < &’ = et#te”

The condition (1) states that the set of events which are causally depend on an
event is finite, where as the axiom on conflict relation (2) expresses that if an event is
causally depends on another event, which is in turn conflict with a third event, then
even the first event will also be in conflict with the third event. We now define the
causal independence (concurrency) of events in an event structure as follows,

Definition 2.3.2. For an event structure ES = (E, <, #) the causal independence
of events is expressed by a derived relation co C E x E, such that e co e iff
“le< e Ve <eVe#e).

Further, the behavior of an event structure can be described by stating which
subsets of events can happen in a possible run of an system representing the event
structure and these subsets of events are called configurations. Now we formally
define a configuration of an event structure as follows.

Definition 2.3.3. For an event structure ES = (E, <, #), a configuration is a set of
events C C E satisfying the conditions

(i) conflict-free: Ve, e’ € C.—(e#e’)
(i) downwards—closed: Ve € C,e’ e E.e’ <e = € €C

We further define configurations D(ES) as a set of all configuration C and denote
DY(ES) for a set of finite configurations.

The conflict relation between the events implies that both events can not happen
in the same configuration (i), in other words occurrence of one event will exclude the
occurrence of the other, where as (il) condition says that if an event happened, then
all the events that casually depend on it must have happened before.

We can infer important relations associated with an event structure from its finite
configurations as follows,

Proposition 2.3.1. For an event structure ES = (E, <, #) with a set of finite config-
urations D°(ES),

(i) e<e &VCeDUES). e eC — ecC
(ii) e#e' < VCeDUES). ecC — €' ¢C

(iii) e co e’ & 3C,C' € DUES). (ecC)A(e ¢ C)N (e’ €C)N (e’ €C)A(CUC) €
DY(ES)
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Definition 2.3.4. For an event structure ES = (E, <, #), let C, C’ be the configurations,
then we can write that

CSCse¢CNC =CU e}

In an event structure, events can only happen at most once (def 2.3.4) and fur-
ther they can be perceived as atomic jumps from one configuration to another, like
transitions in asynchronous transition systems [Winskel & Nielsen 1993].

Example 2.3.1. Event structures can exhibit nondeterminism. For example consider
an event structure with two events ey and e with a conflict relation between them
(eo#teq) as shown in the figure 2.6, in which {eg}, {e1} € D(ES), but {eg, e1} ¢

DY(ES).
» |
#
Eﬂ E.l
L

Figure 2.6: Nondeterministic behavior in events structures

Example 2.3.2. Event structures can exhibit parallelism or concurrency. For example
consider an event structure with two events ey and ey as shown in the figure 2.7, in
which we have configurations @, {eo}, {e1}, {eo, e1} € DO(ES).

{Eu!E1 }

=

{egt o o {e4}

\ A

Figure 2.7: Concurrency in events structures

Proposition 2.3.2. Two events eg, eq of an event structure are in concurrency relation
co, iff there exists configurations @, {eo}, {e1}, {eo, e1} € D°(ES) as shown in the
figuree 2.7 and we will write that as ey co e1.
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Often processes needs to perform action multiple times, but events in the event
structures can happen only once. In order to model such processes, it would be
helpful to add labels to event structures so that each occurrence of an action can be
modeled by different event. We do this by extending the definition of event structures
with set of labels and a leveling function to define labeled event structures as follows,

Definition 2.3.5. A labeled event structure is a tuple LES = (ES, Act, [) where
(i) ES = (E, <, #) is an event structre,

(ii) Act is the set of actions

(iii) 1 E — Act is the labeling function mapping events to actions

Arun p of LES is a (possibly infinite) sequence of labelled events (eq, [(eo)), (e1, [(e1)), ...
such that for all i > 0. Up<j<; {e;} is a configuration.

A run (eo, l(eo)), (e1, l(e1)), . . . is maximal if any enabled event eventually happen
or become in conflict, formally Ve € E,i > 0.e |[C (e; | U{e;}) = Tj > 0.(e#e; V
e =e).

Let us take a small example to illustrate how labeled event structures can used
to model a process that performs actions multiple times.

Example 2.3.3. Consider a process which exhibit a behavior (a; b; ¢;)+ (a | b), where
we can execute either actions a, b, ¢ sequentially or actions a and b independently.

(e2, b)
. . et
# T #
(e5,b) |(e1,a) | (ed,a)
. L L

Figure 2.8: Process in labeled events structures

We can model the process in labeled event structures as,
E = {e1,e2,e3,e4,e5}, Act = {a,b,c}, | = {(e1,a) (e2, b),(e3, ¢),(es,a) (es, b)},
<={(e1,e2), (e2,e3)}, # = {(e1, e4), (e1, e5)} and co = {(es, e5)}.
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The same process can be shown graphically in 2.8, where we have used arrows or
directed arcs to represent causality and hash mark (#) to represent conflict. The set
of all configurations will be

DO(LES) = {0, {(e1, a)}. {(e1. @), (e2, )}, {(e, a), (e2, b). (€3, )},

{(e4, a)}, {(es, D)}, {(e4, a), (e5, b)}}

We further model the give medicine healthcare example, which was introduced in
sec 1.4 from the case study 2.1.3, in labeled event structures in 2.3.4.

Example 2.3.4. In this example we consider that the set of events and actions is the
same and hence we omit display of action labels in the figure 2.9.

[ ] [ ]
#
don't give
trust . medicine
X sign
[ ]
prescribe
medicine
L

Figure 2.9: Give medicine example in events structures

E = Act = {prescribe medicine, sign, don't trust, give medicine} ,

[ = {(prescribe medicine, prescribe medicine), . . .},

< = {(prescribe medicine, sign), (sign, don't trust), (sign, give medicine) },

# = {(don't trust, give medicine) } ,

DY(LES) = {0, {prescribe medicine}, {prescribe medicine, sign}, { prescribe medicine,
sign, don't trust}, {prescribe medicine, sign, give medicine} }

2.3.3 Conclusion

In this section, we will explain the reasons why we have chosen event structure as
base theory behind our formal model DCR Craphs and also talk about short-comings
of event structures to use them for specifications and execution of declarative business
processes and workflows.

Event structures are suitable for process modeling of declaratives workflows be-
cause of the following reasons.

1) Event structures has a strong formal foundation, and it has been developed as
a concurrency theory bridging the gap between traditional domain theory and
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net based process languages such as Petrinets, by incorporating good insights
from both the theories. Further, event structures have been studied by many
researchers and used to give semantics for nondeterministic dataflow [Saunders-
Evans & Winskel 2007] higher order process languages, CCS and related lan-
guages [Winskel 1982, Crafa et al. 2007] and a logical framework for reputation
systems [Krukow et al. 2008].

Event structures has causality relation to express partial order among events,
which is a more declarative way of specifying the precedence among the events.
It also has conflict relation to model nondeterministic behavior among the events
in an indigenous way. Moreover events which are not related by causality and
conflict are concurrent [prop 23.1], so the concurrency has been naturally built
into the model. All these characteristics make the event structures as a natural
and more suitable choice to use them as formal model for declarative processes.

However, we have noticed that there are certain missing aspects in event structures, in

order to able to use them as an formal model for specification execution of workflows.

1)

First of all, events in the event structures can only happen once and we feel that it
is a limitation to express repeated, possibly infinite behavior. To be more precise,
in the example 2.3.4 it should have be possible to execute give medicine many times
repeatedly, may be after don't trust followed by sign, but not possible because the
events can only be executed once. One may argues that the repeated behavior in
event structures could be modeled using labels as shown in the example 2.3.3, but
this approach on one hand makes the modeling part complicated and on the other
hand it will not be possible to model infinite behavior, for example if we don't
know how many times an action should be repeated. So we feel that, lacking
of repeated behavior of events, is an important limitation in order to use event
structures for modeling of declarative processes.

Secondly, it must be possible to specify that only some of the partial (or infinite)
computations are acceptable. But event structures has no notion of categorizing
some of the configurations/runs as accepting or desirable, which is an important
characteristic to model the declarative process models. Moreover, sometimes it is
necessary to specify that some of the events are mandatory in a process model,
but event structures does not have any such constructs.

Finally, we need to be able to describe a distribution of events over the agents
[persons/processors. But event structures does not have such notion.

In the next chapter [section 3.1.1], we will describe how we have addressed these

limitations by proposing generalizations to the event structures, to develop the formal

model for declarative workflows.
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2.4  Summary

In this chapter, we have introduced formalisms and process models that have served
as motivation for our formal model DCR Graphs. First we have described our previous
work on formalization of Resultmaker process model using linear temporal logics in
sec 2.1.2 and then we have introduced a healthcare case study in sec 2.1.3. We have
explained the drawbacks of our previous approach using LTL for formalization of Re-
sultmaker process model in 2.1.5 and then very briefly introduced DECLARE [van der
Aalst et al. 2010a, van der Aalst & Pesic 2006b, van der Aalst & Pesic 2006a] tool and
its approach in using declarative modeling languages in 2.2.

In the last section 2.3, we have introduced Event structures [Winskel 1986], which
is the base theory behind our formal model. We have also explained reasons for
choosing Event structures and at the same also pointed out the missing aspects of
event structures in order to use them as a formal model for business processes in
the concluding section 2.33. In the next chapter 3, we will explain how we have
generalized event structures to define our formal model and also introduce formal
semantics of DCR Craphs.






CHAPTER 3
Dynamic Condition Response
Craphs

In the previous chapter, we have examined the formal models which have served as
motivation for our formal model Dynamic Condition Response Graphs (DCR Graphs).
This chapter will introduce the formal semantics of DCR Graphs. First we will give a
brief motivation for DCR Graphs in sec 3.1 and then we will discuss about a sequence
of proposed generalizations to labelled event structures in sec 3.1.1. A brief discussion
relating our model to other formalisms will be presented in the section 3.2. We will
introduce condition response event structures as the first generalization in sec 3.3.1
and then show how the response relation allows us to represent the notion of weak
fairness. In sec. 3.3.2 we will introduce the model of DCR Graphs and by extending
the model with role and principals we define distributed DCR Graphs in sec 3.3.3 and
the execution semantics to are mapped to a labelled transition system. Furthermore,
we will further formalize the execution semantics of DCR Craphs for infinite runs by
providing a mapping to Blchi-automaton with t-events in the sec 3.3.4. Then, we
will introduce graphical notation and give an healthcare example for DCR Graphs in
sec 3.4. Finally, as part of expressibility of DCR Craphs, we encode Biichi-automaton
into the DCR Graphs and show that the DCR Graphs are expressive enough to model
w-languages. We will end the chapter by concluding remarks in sec 3.6.

This chapter extends and summarizes the work presented in the two previous
short papers [Hildebrandt & Mukkamala 2011, Mukkamala & Hildebrandt 2010] and a
journal version [Hildebrandt & Mukkamala 2010]. The paper [Hildebrandt & Mukka-
mala 2011] introduced condition response event structures and dynamic condition re-
sponse structures and provided a mapping to finite state machines (ignoring infinite
runs), which are essentially DCR Graphs without markings. The paper [Mukkamala
& Hildebrandt 2010] provided a mapping from dynamic condition response structures
to Biichi automata, but only capturing acceptance for the infinite runs. In [Hilde-
brandt & Mukkamala 2010], the DCR Graphs graphs were introduced and this paper
also characterizes the acceptance of finite runs in the Biichi automata by introducing
silent (7) transitions.

3.1 Motivation

There is a long tradition for using declarative logic based languages to schedule
transactions in the database community, see e.g. [Fernandes et al. 1997]. Several
researchers have noted [Davulcu et al. 1998, Senkul et al. 2002, Singh et al. 1995,
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Bussler & Jablonski 1994, van der Aalst et al. 2009] that it could be an advantage
to use a declarative approach to achieve more flexible process descriptions in other
areas, in particular for the specification of case management workflow and ad hoc
business processes. The increased flexibility is obtained in two ways: Firstly, since
it is often complex to explicitly model all possible ways of fulfilling the requirements
of a workflow, imperative descriptions easily lead to over-constrained control flows.
In the declarative approach any execution fulfilling the constraints of the workflow
is allowed, thereby leaving maximal flexibility in the execution. Secondly, adding a
new constraint to an imperative process description often requires that the process
code is completely rewritten, while the declarative approach just requires the extra
constraint to be added. In other words, declarative models provide flexibility for the
execution at run time and with respect to changes to the process.

As a simple motivating example, we will again consider the hospital workflow
from Danish hospitals [Lyng et al. 2008, Mukkamala et al. 2008], which has also been
used in the previous chapters. As a start, we assume two events, prescribe and
sign, representing a doctor adding a medical prescription to the patient’s record and
signing it respectively. We assume the constraints stating that the doctor must sign
after having added a prescription of medicine to the patient record and not to sign an
empty record. A naive imperative process description may simply put the two actions
in sequence, prescribe;sign, which allows the doctor first to prescribe medicine and
then sign the record. In this way, the possibilities of adding several prescriptions
before or after signing and signing multiple times are lost, even if they are perfectly
legal according to the constraints. The most general imperative description should
start with the prescribe event, followed by a loop allowing either sign or prescribe
events and only allow termination after a sign event. If the execution continues
forever, it must be enforced that every prescription is eventually followed by a sign
event.

With respect to the second type of flexibility, consider adding a new event give,
representing a nurse giving the medicine to the patient, and the rule that a nurse
must give medicine to the patient if it is prescribed by the doctor, but not before it
has been signed. For the most general imperative description we should add the
ability to execute the give event within the loop after the first sign event and not
allow to terminate the flow if we have had a prescribe event without a subsequent
give event. So, we have to change the code of the loop as well as the condition for
exiting it.

As discussed in 2.2, van der Aalst and Pesic [van der Aalst & Pesic 2000a,
Pesic 2008] propose to use Linear-time Temporal Logic (LTL) as a declarative lan-
guage for describing the constraints of the workflow. LTL allows for describing a rich
set of constraints on the execution flow. However, as stated in sec. 2.2.3, this approach
suffers from the fact that the subsequent tools for execution and analysis will refer
to the LTL expression (or further compilations to e.g. Blchi automata) and not the
graphical notation. Also, the full generality of LTL may lead to a poor execution time.

This motivates researching the problem of finding an expressive declarative pro-
cess language where both the constraints as well as the run time state can be easily
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visualized and understood by the end user and also allows an effective execution.

We believe that the declarative process model language of dynamic condition re-
sponse graphs and its graphical representation proposed in this thesis is a promis-
ing candidate. Primarily, the model is inspired by and a conservative generaliza-
tion of the declarative process matrix model language [Lyng et al. 2008, Mukka-
mala et al. 2008] used by our industrial partner and prime event structures [Nielsen
et al. 1979, Winskel 1986, Winskel & Nielsen 1993]. The model has also got inspired
by the DECLARE [van der Aalst et al. 2010a, Pesic et al. 2007, van der Aalst et al. 2009]
and its declarative process languages [van der Aalst & Pesic 20004, van der Aalst &
Pesic 2006b] in respect of the constrained based approach.

3.1.1 DCR Graphs as generalized Event Structures

In this section we will discuss about how distributed dynamic condition response
graphs developed as a sequence of three generalizations of prime event structures
as shown in the figure 3.1.

causality
relation

I
|

A\
condition, conflict
response relation
relations |

A J
+ repeated dynamic
execution include,
exclude
relations

+ distribution
of events

Figure 3.1: From Event Structures to DCR Graphs overview

The first generalization, named condition response event structures, is obtained
by adding a set Re of initially required response events and by generalizing the
causality relation into a condition and a response relations between events. The
condition relation imposes precedence among the events, where as the response is a
kind of follow-up relation. The initially required response events can be regarded as
goals that must be fulfilled (or falsified) in order for an execution to be accepting. That
is, for any event e € Re, either e must eventually happen or it must become in conflict
with an event that has happened in the past. The response relation in some sense
corresponds to the response LTL pattern in [van der Aalst & Pesic 2006a, van der
Aalst & Pesic 2006b] as a dual relation to the usual condition relation: If an event b
is a response to an event a then b must happen at some point after event a happens
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or become in conflict. However, note that the response pattern does not allow for
conflicts. Operationally, as we will see in the following section, one can think of the
event b as being added to the set Re of required responses when a happens.

precedence
prescribe slan
medicine response 9
T T —

Figure 3.2: Prescribe and Sign Example

Next we generalize condition response event structures by allowing each event to
happen many times and replacing the symmetric conflict relation by an asymmetric
relation which dynamically determines which events are included in or excluded from
the structure. To allow the graphs to represent intermediate run time state (e.g. like
the marking of a Petri Net) we also add sets of included (In) and executed (EX) events
and refer to the triple of sets of pending responses, included and executed events as
the marking of the graph. This results in the model of Dynamic Condition Response
Graphs, short DCR Graphs.

Finally, we reach the model of Distributed Dynamic Condition Response Graphs
allowing for role based distribution by adding a set of principals and a set of roles
assigned to both principals and events, and define that an event can only be executed
by a principal assigned one of the roles that were further assigned to the event.

3.2 Related Work

There exists many different approaches to formally specify and enact business pro-
cesses and also It is not possible to provide a complete overview of related work,
especially in the area of business processes and workflows. In this section we give
a brief overview of some of the formal approaches and compare our work to them.
In contrast to imperative modeling languages, the authors in [van der Aalst &
Pesic 20064, van der Aalst et al. 2009] have proposed ConDec, a declarative lan-
guage for modeling and enacting the dynamic business processes based on Linear
Temporal Logic (LTL). In [van der Aalst & Pesic 2006b], the authors have proposed
Declarative Service Flow language (DecSerFlow) to specify, enact and monitor ser-
vice flows, which is a sister language for ConDec. Both the languages share the
same concepts and are supported in the Declare [van der Aalst et al. 2009] tool.
They specifies what should be done, instead of specifying how it should be done,
there by leaving more flexibility to users. The enactment in both the languages is
defined by translating the constraints specified in LTL, into a Buchi automaton and
executing the workflow/service by executing the referring Buchi automaton. LTL be-
ing a very expressive language, the Declare tool suffers from efficiency problems in
executing models with large specification [van der Aalst et al. 2009]. Even though
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our approach is inspired from the ConDec, DecSerFlow models [van der Aalst &
Pesic 20064, van der Aalst & Pesic 2006b] in respect of using declarative modeling
languages, but our model has fewer primitives than LTL, but more expressible than
LTL, as one can encode Biichi automaton into DCR Graphs (as shown in Sec. 3.5) and
thus makes it more expressible than LTL.

In [Cicekli & Yildirim 2000, Cicekli & Cicekli 2006] the authors have proposed
Event Calculus [Kowalski 1992] as a logic-based methodology for specification and
execution of workflows. Event Calculus [Kowalski 1992] is a logic programming
formalism for representing events and their effects in the context of database applica-
tions. In their approach, the authors have expressed the basic control flow primitives
of workflows as a set of logical formulas and used axioms of Event Calculus to spec-
ify activity dependency execution rules and agent assignments rules. Their workflow
model also supports enactment of concurrent workflow instances and iteration of ac-
tivities, but does not support specification and verification of global and temporal
constraints on workflow activities. Also, their approach is limited to imperative/pro-
cedural workflow modeling languages.

On the side of imperative modeling languages, Petri nets has been the ma-
jor formalism that has been studied and used extensively in the domain of work-
flows and business processes [Van Der Aalst et al. 1997, Verbeek & Aalst 2000, Hee
et al. 2004, Aalst et al. 2011]. Concurrent Transaction Logic (CTR) used in [Davulcu
et al. 1998] as a language for specifying, analysis, scheduling and verification of
workflows. In their framework, the authors have used CTR formulas for expressing
the local and global properties of workflows and reasoning about the workflows has
been done with the help of proof theory and semantics of logic. In [Senkul et al. 2002,
the authors have used Concurrent Constraint Transaction Logic (CCTR) which is flavor
of CTR integrated with Constraint Logic Programming for scheduling workflows. Like
the other logic programming systems, the authors in [Davulcu et al. 1998, Senkul
et al. 2002] have used the proof theory of CTR as run-time environment for enactment
of workflows. The CTR approach mainly aims at developing an algorithm for consis-
tency checking and verification of properties of workflows, but again only limited to
imperative modeling languages.

In [van der Aalst et al. 2009], the authors provided a detailed overview of formalisms
related to flexibility, ad-hoc and evolutionary changes. Authors in [Aalst 2001] ad-
dressed the problem of the dynamic change bug by computing the change regions
of a process based on their structure, where as the dynamic change bug was first
introduced by the autors in [Ellis et al. 1995]. Further, ADEPT Workflow Management
System [Reichert & Dadam 1998, Rinderle et al. 2003, Rinderle et al. 2004, Reichert
et al. 2003] offers advanced modeling concepts and features, like temporal constraint
management, ad-hoc workflow changes and schema evolution and it has studied the
problem related to dynamic changes in the context of workflows, but their approach
also limited to imperative workflow modeling.

Further, in [Vanderaalst et al. 2005] the authors have strongly advocated case
handling is a new paradigm for supporting flexible and knowledge intensive busi-
ness processes and hence it should be avoided in restricting users in their actions.
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In [Adams et al. 2006, Adams 2007] authors identified pockets of flexibility that can
be selected later in the process as some sort of late binding at run time, where as
authors in [Sadiq et al. 2001] proposed a similar approach where specification of the
change itself integrated in the process.

Another major paradigm in business process modeling is the artifact-centric ap-
proach, which strongly argues that data design should be elevated to the same level
as control flows for data rich workflows and business processes. In this area, several
researchers [Nigam & Caswell 2003, Bhattacharya et al. 2007a, Liu et al. 2007] have
been working with artifact-centric or data-centric workflows. As part of the artifact-
centric models, a declarative approach has been taken in the recent years for spec-
ifying the life cycles of business entities, using the Guard- Stage-Milestone (GSM
model) life cycles model [Damaggio et al. 2011, Hull et al. 2011a, Hull et al. 2011b].
The GSM model is a declarative process model for specification of interactions be-
tween business entities and its operational semantics are based on rules similar
to ECA(Event Condition Action)-like rules from Active database community. In com-
parison, their main focus is on business artifacts which takes the data-centric view
of processes, where as our approach is on the business processes using declara-
tive modeling approaches where the control flow is more explicit than data-centric
processes.

3.3 Dynamic Condition Response Graphs

In this section, we will first introduce Condition Response Event Structures and
then introduce the formal semantics of DCR Graphs in Sec. 33.2. Later, we will
extend DCR Graphs with roles and principles and define distributed DCR Graphs.
Finally, for infinite runs we will define the execution semantics by mapping to Biichi-
automaton in Sec. 3.34.

3.3.1 Condition Response Event Structures

As an intermediate step towards dynamic condition response graphs, we generalize
lebeled event structures to allow for a notion of progress based on a response re-
lation. This model is interesting in itself as an extensional event-based model with
progress, abstracting away from the intentional representation of repeated behavior.
In particular we show that it allows for an elegant characterization of weakly fair
runs of event structures.

First let us recall the definition of a labeled event structure and configurations
from the last chapter 2.3.

Definition 3.3.1. A labeled event structure (ES) is a 5-tuple E = (E,Act, <, #, ()
where

(i) E is a (possibly infinite) set of events

(ii) Act is the set of actions
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(iii) < CE x E is the causality relation between events which is a partial order

(iv) # C E x E is a binary conflict relation between events which is irreflexive and
symmetric

(v) L E — Act is the labeling function mapping events to actions
The causality and conflict relations must satisfy the conditions that
1. Ve, e, e € Ee#te < e’ — e#e”
2. Ve |={e'| e < e} is finite for any e € E.
A configuration of E is a set C C E of events satisfying the conditions
1. conflict-free: Ve, e’ € C.me#e’

2. downwards-closed: Ve €C, e’ € Ee'<e — e €C

Arun p of E is a (possibly infinite) sequence of labelled events (e, (eg)), (e1, l(e1)), . ..

such that for all i > 0. Up<j<; {e;} is a configuration.

A run (eg, l(eg)), (e1, (e1)), ... is maximal if any enabled event eventually happen
or become in conflict, formally Ve € E,i > 0.e |C (e; | U{e;}) = Jj > 0.(e#e; V
e=e).

Action names a € Act represent the actions the system might perform, an event
e € E labelled with a represents occurrence of action a during the run of the
system. The causality relation e < e’ means that event e is a prerequisite for the
event e and the conflict relation e#e’ implies that events e and e’ both can not
happen in the same run, more precisely one excludes the occurrence of the other.
The definition of maximal runs follows the definition of weak fairness for concurrency
models in [Cheng 1995] and is equivalent to stating that the configuration defined by
the events in the run is maximal with respect to inclusion of configurations.

We now generalize labeled event structures to condition response event struc-
tures, by adding a dual response relation e—, such that {e’ | e e— €’} is the set of
events that must happen (or be in conflict) after the event e has happened for a run to
be accepting. The resultlng structures, named condition response event structures, in
this way add the possibility to state progress conditions. The condition relation (—e)
is same as the causality relation (<) in labeled event structure imposing precedence
among the events. Further, we also introduce a subset of the events Re of initial
responses, which are events that are initially required eventually to happen (or be-
come in conflict). In this way the structures can represent the state after an event
has been executed. As we will see below, it also allows us to capture the notion of
maximal runs.

Definition 3.3.2. A labeled condition response event structure (CRES) over an al-
phabet Act is a tuple (E, Re, Act, —e, e— 7, () where
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(i) (E,Act, —e,#, 1) is a labelled event structure, referred to as the underlying event
structure, where —e is a partial order relation imposing precedence among
the events, satisfying the downward-closed condition of configuration in the
underlying labeled event structure such thatVe € C,e’ € E.e’ e e = &' €C

(ii) #— C E x E is the response relation between events, satisfying that —e U e—
is acyclic.

(iii) Re C E is the set of initial responses.

We define a configuration C and run p of a CRES to be a respectively a configura-
tion and run of the underlying event structure. We define a run (eq, {(ep)), (e1, l(e1)), . ..
to be accepting if Ve € E,i > 0.e; &> e = dj > 0.(e#e; V(i< jAe=e)) and
Ve € Redj > O.(e#e; Ve = ej) . In words, any pending response event must
eventually happen or be in conflict. s

A labeled event structure can trivially be regarded as a condition response event
structure with empty response relation. This provides an embedding of labeled event
structures into condition response event structures which preserves configurations
and runs.

Proposition 3.3.1. The labelled event structure ES = (E, Act, <, #, ) has the same
runs as the condition response event structure CRES = (E, @, Act, <, @, #, l) for which
all runs are accepting.

Proof. The set of events (E), actions (Act), labeling function ({), conflict relation (#) are
same in both the CRES and ES and moreover the causality relation (<) in ES is same
as the condition relation in CRES. Hence the given ES can be regarded as underlying
labeled event structure for given CRES, therefore, according to definition 3.3.2 both
will have same runs and configurations. Furthermore the set of initial responses (Re)
and response relation (e—) are empty, hence all the runs in CRES are accepting. O

We can also embed event structures into CRES by considering every condition
to be also a response and all events with no conditions to be initial responses.
This characterizes the interpretation in [Cheng 1995] where only maximal runs are
accepting. In other words, the embedding captures the notion of weakly fair execution
of event structures.

Proposition 3.3.2. The labelled event structure ES = (E, Act, <, #, ) has the same
runs and maximal runs as respectively the runs and the accepting runs of the con-
dition response event structure CRES = (E, {e | e |= 0}, Act, <, <, #, |).

Proof. The CRES and ES have same elements in respect of £, Act, <, #, [ and hence
both of them will have same runs according to definition 3.3.2. Further in order
to prove the proposition, we need to prove that any maximal run in ES is also an
accepting run in CRES.

According to definition 3.3.1, a run (eg, {(e0)), (e1, [(e1)), . .. in ES is maximal if and
only if Ve € E,i > 0.e [C (e; | U{e;}) = Tj > 0.(e#e; Ve = e). According to
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definition 3.3.2, the same run is accepting in CRES if and only if the run satisfies the
following conditions.

1. VeeE i>0ec0me = dj>0(efte;V(i<jNe=e)
In CRES, e—»=< and hence e; &> ¢ = ¢; < e. According to definition of
causality, we can imply that Ve € E, i > 0.e |C (e; | U{ei}).
But the maximal run in ES implies that Ve € E,i > 0.e |C (e; | U{e;}) =
dj > 0.(e#te; Ve =e))
So we can conclude that Ve € E,i > 0.e; @#» ¢ = Jj > O.(efte; V (i <
j N\ e=e)) satisfies in CRES.

2. Ve € Redj > 0. (ete; Ve=e)
In CRES, Re = {e | e |= 0}, hence all the events Re are enabled from the
beginning of the run. Since the run is maximal in ES, where all enabled events
will eventually get executed, we can conclude that Ve € Re.3j > 0.(e#e;Ve =
e;) will be satisfied in CRES.

Hence the proposition that any maximal run in ES is also an accepting run in CRES
holds. O

Now we go further and define formally the event executions in condition response
event structures. In order define executions in a formal way, we first define when an
event is enabled in a condition response event structure in definition 3.3.3 and also the
result of executing an event in condition response event structure in definition 3.3.4.

Definition 3.3.3. For a labeled condition response event structure CRES = (E, Re, Act,
,8—, #, () with a configuration C, we define that an event e is enabled at a configu-
ration C written as C - e if and only if,

(i)el €C
(i) {e' | e'#e} ¢ C

Definition 3.3.4. For a labeled condition response event structure CRES = (E, Re, Act,
,8—, 7, ) with a configuration C and with an enabled event C - e, we define the
result of executing e isC' =C U e.

Having defined when events are enabled for execution and the effect of executing
an event, now we finally define a finite execution in condition response event structure
and when it is accepting formally as follows.

Definition 3.3.5. For a labeled condition response event structure CRES = (E, Re, Act,
,e—, 7, ) with a configuration C, we define an execution to be a finite sequence of
tuples {(C;, e, C/[,Cf)}[e[k], each consisting of a confiquration, an event, a label and
an another configuration such that

(i) C=Co

—0

—e

—®
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(it) Vi € [k].a; = ((e))
(iii) Vi € [K].C; F e;

(iv) Vi e [k].C;=C;Ue
(v) Vi €[k —1].C; = Cis

We say that an execution is accepting if Ve € E,i > 0.e; #— e = dj > 0.(efte; V
(i< jNe=ej)andVe € Redj > 0.(e#e;Ve = ej). Inwords, any pending response
event must eventually happen or be in conflict.

3.3.2 DCR Graphs - Formal Semantics

We now go on to generalize condition response event structures to dynamic con-
dition response graphs (DCR Graphs). As opposed to event structures, a dynamic
condition response graph allows events to be executed multiple times and there are
no constraints on the condition and response relations. This allows for finite rep-
resentations of infinite behavior, but also for introducing deadlocks. Moreover, the
conflict relation is generalized to two relations for dynamic exclusion and inclusion
of events, which is more appropriate in a model where events can be re-executed
and has shown useful in practice as a primitive for skipping events and constraints.

Further, we also add a new relation milestone from our later work on the Nested
DCR Graphs [Hildebrandt et al. 2011c¢, Hildebrandt et al. 2011b], which has been dis-
covered during a case study involving modeling of a workflow from a case manage-
ment domain, that has been conducted jointly with our industrial partner Exformatics
A/S. The milestone is also a blocking relation (similar to condition), but milestone
blocks events based on the events in the set of pending responses (Re).

Being based on only five relations between events (condition, response, include,
exclude and milestone) and with the role assignment, the distributed dynamic condi-
tion response graphs can be simply visualized as a directed graph with a box for each
event as nodes and five different kinds of arrows. In this section, first we formally
define a dynamic condition response graph (def 3.3.6) and later by adding roles and
principals, we extend it to define distributed dynamic condition response graph in
the next section (sec 3.3.3).

Definition 3.3.6. A dynamic condition response graphis a tuple G = (E, M, Act, —e
, 08—, —+, —%, —0, ) where

(i) E is the set of events, ranged over by e

(i) M € M(QG) =ger P(E) x P(E) x P(E) is the marking and M(Q) is the set of all
markings.

(iii) Act is the set of actions

(iv)] —e C E x E is the condition relation.
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(v) #— C E x E is the response relation.

(vi) =+, =%C E x E is the dynamic include relation and exclude relation, satisfying
that Ve € E.e =+ Ne —=%= 1,

(vii) —o C E x E is the milestone relation.
(viii) | E — Act is a labelling function mapping every event to an action.

The condition (iv) and response (v) relations in DCR Graphs are similar to the
corresponding relations in CRES, except that now they are not constrained in any
way. In particular, we may have cyclic relations.

The marking (ii) M = (Ex, Re, In) € M(G) consists of three sets of events, cap-
turing respectively which events have previously been executed (Ex), which events
are pending responses required to be executed or excluded (Re), and finally which
events are currently included (In). The set of pending responses Re of DCR Graphs
thus plays the same role as the set of initial responses in the CRES.

The dynamic inclusion/exclusion (vi) relations —+ and —%, represented by the
(partial map) = : E x E — {+,%} , allow events to be included and excluded dy-
namically in the graph. The intuition is that only the currently included events are
considered in evaluating the constraints. This means that if an event a has event b
as condition, but the event b is excluded from the graph then it is no longer required
for a to happen. Similarly, if event a has the event b as response and if the event
b is excluded then it is no longer required to happen for the flow to be acceptable.
Formally, the relation e —+ €’ expresses that, whenever event e happens, it will
include e’ in the graph. On the other hand, e —»% e’ expresses that when e happens
it will exclude e’ from the graph.

The milestone relation (vii) is a blocking relation similar to condition, but it blocks
based on events in the pending response set. For example, if an event a has the event
b as a milestone (b —¢ a), then event a is not allowed to execute, if the event b is in
the set of pending responses (Re). Similar to condition relation, the milestones are
blocking only if they are included in the graph.

Now we go further and define the notion when an event is enabled formally in
def 3.3.7. Before doing that, we will give the notation that will be employed in all
our later definitions.

Notation 1. fFor a set A we write P(A) for the power set of A. For a binary relation
—C Ax A and a subset & C A of A we write — & and &— for the set {a € A| (Jd’ €
&l a— d)} and the set {a € A| (Fa’ € & | ' — a)} respectively. Also, we write
— 1 for the inverse relation. Finally, for a natural number k we write [k] for the set
{1,2,... Kk}

Definition 3.3.7. For a dynamic condition response graph G = (E,M, Act, —e, e—
, =+, =%, =0, ) with marking M = {Ex, Re, In}, we define that an event e € E is
enabled, written as M ¢ e if

i) e€ln



62 Chapter 3. Dynamic Condition Response Graphs

ii) (—eenln) € Ex
iit) (—»oenin) e E\Re

For an event e to be enabled, first of all, it must be included in the graph (i),
further, all the included events which are conditions to the event e must be in the set
of executed events (ii) and none of the included events that are milestones for it are
in the set of pending responses (iii).

We will now define formally the change to the marking when an enabled event
is executed in def 3.3.8. First the event is added to the set of executed events (Ex)
and removed from the set of pending responses (Re). Then, all the events that are a
response to the event are added to the set of pending responses. Note that if an event
is a response to itself, it will remain in the set of pending responses after execution.
Similarly, the set of included (In) events is updated by including and excluding events
that have include and exclude relation from the executed event. Further an event e’
can not be both included and excluded by the same event e, but an event may
include/exclude by itself. Also an event may trigger itself as a response and/or can
have itself as a condition or a milestone.

Definition 3.3.8. For a dynamic condition response graph G = (E,M, Act, —e, e—
, =+, =%, =0, [) with marking M = {Ex, Re, In} and with an enabled event M ¢ e,
the result of executing the event e will be a dynamic condition response graph
G = (E,M Act, —e, 0—, —+, =%, —0, [), where M = M @¢ e = {EX',Re’, In"} such
that

i) ExX'=ExU {e}
ii) Re" = (Re\ {e})U eeo—
iii) In" = (In U e—+)\ e—%

Having defined when events are enabled for execution and the effect of executing
an event, we define finite and infinite runs/executions in DCR Graphs and when they
are accepting. Intuitively, an execution is accepting if any required, included response
in any intermediate marking is eventually executed or excluded. We define a run and
an accepting run in DCR Graphs as follows in definition 3.3.9.

Definition 3.3.9. For a Dynamic Condition Response Graph G = (E,M, —e, e—, —¢
, =+, =%, L, ) we define an execution of G to be a (finite or infinite) sequence of
tuples { (M, e;, a;, Mf)}[e[k] each consisting of a marking, an event, a label and another
marking (the result of executing the event) such that

i) M = Mo

i) Vi € [kl.a; € [(e})

iii) Vi € [k]M; Fc e

iv) Yi € [kJM] = M; & e
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v) Vi €[k = 1M = Miss.

Further, we say the execution (or a run) is accepting if Vi € [k].(Ve € In;NRe;.3j >
iej=eVedgln))) where M; = (Ex;, In;, Re;) and M} = (Ex], In}, Re)).

Finally we say that that a marking M’ is reachable in G (from the marking M) if
there exists a finite execution ending in M" and let My+(G) denote the set of all
reachable markings from M.

From the semantics defined above, we can construct a labelled transition system
with an accepting condition for finite runs as given in def 3.3.10.

Definition 3.3.10. For a dynamic condition response graph G = (E, M, Act, —e, e—
, =+, =%, =0, ) we define the corresponding labelled transition system TS(C) to be
the tuple

(M(GC), M, Lt5(GC), =)

where Ls(G) = E x Act is the set of labels of the transition system, M is the initial

marking, and —C M(G) x L+(G) x M(Q) is the transition relation defined by M fea),

M@g e ifMFg e and a € ((e).
We define a run ag, a1, ... of the transition system to be a sequence of labels of

a sequence of transitions M; M Mt starting from the initial marking. We define
a run to be accepting (or completed) if for the underlying sequence of transitions
it holds that Vi > 0,e € In; N Re;.dj > i.((le = e; Ve & Injq)). In words, a run
is accepting/completed if no required response event is continuously included and

pending without it happens or become excluded. Finally, we extend the transition

relation to a relation between graphs by (E, M, Act, —e, e—, —+, =%, —¢, ) (e.0)

(E,M@c e, Act, e, o, -+, =%, —o, 1) if M 225 Mg e.

If one only want to consider finite runs, which is common for workflows, the
acceptance condition degenerates to requiring that no pending response is included
at the end of the run. This corresponds to defining all states where ReNln = @ to be
accepting states and define the accepting runs to be those ending in an accepting
state. If infinite runs are also of interest (as e.g. for reactive systems and the LTL
logic) the acceptance condition can be captured by a mapping to a Bilichi-automaton
with T-events which we will define in Sec. 3.3.4.

A condition response event structure(CRES) can be represented as a dynamic
condition response graph by making every event exclude itself and encode the conflict
relation by defining any two conflicting events to mutually exclude each other as
shown in figure 3.3.

Proposition 3.3.3. The condition response event structure CRES = (E, Re, Act, —e
,8—, 7, () has the same executions and accepting executions as the dynamic con-
dition response graph G = (E,M, Act, —e, e—, —+, =%, —o, ) with marking M =
{Ex, Re, In} where

i) Ex=0,In=E
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(a) # relation in CRES (b) Encoding of # in DCR Graphs

Figure 3.3: Encoding of conflict from CRES as mutual exclusion in DCR Graphs.

ii) e »% e if e = ¢’ or e#e’ and undefined otherwise.

li) >0 =0, >+=0

Proof. According to the definition 3.3.5, an execution in CRES is a finite sequence of
tuples {(Ci, e, ai,C})}icpk) such that C = Co, Vi € [k|.a; = l{e) ACi - e; ANC;=Ci U e
and Vi € [k = 1].C; = Ci41.

For a DCR Graph G, an execution is defined (definition 3.3.9) as a finite/infinite
sequence of tuples {(M;, e;, a;, M)} i) such that M = Mg and Vi € [k].a; € l(e;) A
M; Fc ei AMI =M, @g e; and Vi € [k — 1].M! = M.

In order to prove the proposition, first we have to prove that any finite execution in
CRES is also a valid finite execution in G and then we will prove that any accepting
execution in CRES is also accepting in C.

() CRES has same executions as G.

Here we use proof by induction and show that the proposition is valid for base
case and then we will prove it for inductive step, assuming that if proposition is
valid for a finite length of execution for Vi € [{] then the proposition also valid
for for Vi € [[ + 1]

The set of events (E), actions (Act), labeling function (l),initial response set (Re),
condition relation (—e), response relation (e—) are same in both CRES and C.

i) Base case (i = 0)

In the base case where i = 0, the execution in CRES is {(Co, eo, l(eo),Cé)}
and the tuple (Co, e, ag, Cp) implies that Co =, eg | = @ and ag = |(eq).
We have to show that in G for the base case (i=0), execution for event eg is
valid and possible, that means we have to show that {(Mo, eg, ao, Mé)} isa
valid execution in G.

In Mo, we have Exp = @, Reg = Re, Ing = E and we can imply the following
a) ep e E = ep €lng

b) (eo ! =0) = (—eey=0) = (—eegning) C Exo

Q) (=0 =0) = (—0ep=10) CE\Rep.

Based on above implications, we can conclude that Mg F¢ eg and also we

know ag = l(eg) from the CRES.
Therefore {(Mo, eo, ao, M)} is a valid execution in G with My = (Ex U

{eo}, Re\ {e})U ee—, In\ ({eo} U {e’ | eg =% €'})).
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i) Inductive step:
Lets us assume that the proposition holds for a fixed length for Vi &€ [{] and
we have to show that the proposition also holds for Vi € [{ + 1].
At the position i = [, we have the following executions.
CRES: {(Ci, e, CI[,CE)}[E[[] and G: {(M;, e;, a, Mf)}[em.
Since the proposition holds until the position (, the executions in both CRES
and G will have label sequences containing exactly the same events and
labels and therefore we can imply that the set of executed events in both
CRES and G are the same, which means Ex; = C;.
Further, let us say that the tuple CRES at position i = (+11is (C41, €41, di41,Cpyq)
and then we have to show that there exists a tuple:(Mi+1, ei+1, a[+1,l\/lf+1)
in G at position i = [+ 1.
From the tuple in CRES: (Ciy1, €41, 0141, C

/

14+1), we can imply the following.

C-a) a1 = Ue)

C-b) e Le Crym,

C-c) {e' | e#er} & Crin

C-d) ej+1 €& Ci41 as events in CRES can happen only once.

The marking at position i = {4+ 1 is Miy1 = (Exi1 = Ex;U{er}, Rejgq, Iniq).
At the position i = {+ 1 in G, we can imply the following,

G-a) We have (Ciy1 = C U {ei}) A (Exit1 = ExpU {elh) A (Exp =C)) =
Exi+1 = Ci+1 and with the definition of —% in the proposition, we can
imply that {e’ | e#ep1} & Clur Newr ¢ Cr = ({e' | ¢ =%
erv1} U {e}) & Exppr
Further Inp = E = e;1 € Ing and with ({e/ | ¢ =% e} U
{eix1}) & Exi41, we can conclude that ej4q € Injyq, as the only way
to exclude an event in G is by executing itself or any events which
have have an exclude relation to it, which has not happen till i = [+ 1.

G-b) (et1 ] €Ci1) = (—ee1 =Ex) = (—ee1Ningg) C Expyy
G-¢) (=0 =0) = (—0e;=0) CE\Re

G-d) From CRES we also know that aj41 = l(ej+1).

From the definition 3.3.7 for enabled event in Gand based on the above
implications, we can conclude that M1 g ejt1. Therefore, the tuple:
(Mit1, eit1, ais1, MgH) exists in G at i = [+ 1 position and there by we can
conclude that the execution in CRES: {(C;, e, C/i,Cf)}[EUH] is same as G:
{(M;, ei, ai, Mi) }igji41) Hence we have showed that if the proposition holds
for a fixed length i = {, then it holds for length i = [+ 1.

Since we have proved both base case and inductive step, we can conclude that
both CRES has same executions as that of C.

(I CRES has same accepting runs as G
According to definition 3.35 a run in CRES is accepting if and only f,
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C-a) Ve € Re.dj > 0.(e#e; Ve =e))
C-b)VeeE i>0e 0>e = Jj>0.(e#e;V(ii<jNe=e))

According to definition 3.3.9 a run in G is accepting if and only if, Vi € [k].(Ve €
Ini N Re;.3j > ie; = eVe ¢ Inj-)), where M; = (Ex;, In;, Re;) and f\/l;. =
(Ex}-, In;-, Re;—). Informally, an execution in G is accepting if any required, included
response in any intermediate marking is eventually executed or excluded.

To prove the proposition for accepting runs, we again use proof by induction,
where we show that the proposition is valid at base case (i = 0) is valid and
then as part of inductive step we assume that the proposition is valid for a se-
quence of fixed length Vi € [[], then we prove that the proposition is also valid
for a sequence of length Vi € [[ + 1]

i) Base case (i = 0)
In the base case where i = 0, the execution in CRES is accepting, hence
we have the result: Ve € Re.dj > 0.(e#e; Ve = e))
In G at the Mg, we have Exg = @, Rey = Re, Ing = E and we can imply the
following

a) Inp=EARey =Re = (RepNlIng) = Re

b) Vj>0.e#e = Vj>0e =%e = Vj>0e¢In

Using above two results, we can show that

Ve € Re3j > 0.(e#e;Ve=e) = VecIngNRep.3j>0(e ¢ InjVe=
ej), which concludes that the execution in G at i = 0 is also accepting.

i) Inductive step:
Since the executions in G and CRES are accepting for a finite sequence
Vi € [l], we have the following conditions satisfied.
G: Vie [l].(Ve € IniNRe;.3j > iej=eVe ¢ In})), where M; = (Ex;, In;, Re;)
and M; = (Ex}, Inj-, Re;).

CRES: Vee E,[>i>0e 0=e = dj>0(e#e;V(i<jNe=ej)
The same can be rewritten using the Yi & [[| notation and e;e—= {e |
e; e— e} as

CRES: Vi€ [l].(Ve cejo— = Tj > 0.(e#te; V(i < jAe=e)))

In order to prove that the proposition for inductive step, we have to show
that the execution in G is also accepting for sequence Vi € [l + 1], that
means, formally we have to prove that

G Vie[l+1](Ve € IniNRe;.Jj > iej =eVe ¢ In})), where M; =
(Exi, Ini, Rey) and M} = (EX}, In}, Re;).

But we know that execution in G is accepting for Vi € [{| so we can rewrite
the above statement as
Vie[l+1](VeeInNRe.3j>iej=eVe¢ln))
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=VYie [l](Ve €IniNRe;.3j>iej=eVe ¢ In;-))/\(Ve € Inp1NRey1.35 >
[+1e=eVedln))

As we know that first part of statement is satisfied (as exe is accepting for
Vi € [l]), in order to prove the proposition for the inductive step, we only
need to show that (Ve € lngrNReyy3j > [+ 1e=eVe ¢ In})) is
satisfied.

U

i)

iid)

According to definition for exclude relation (—%) in G,

Vj>0.e#e = Vj>0e —%e.

Further according to definition 3.3.8,

Vj>0e; —%e = Vj>0.e¢In;and hence

Vj>0.e#e = Vj>0e¢In

Since (—=+=0) = (e—>+=10)

(I = (U e —=+)\ ep1—2%) = ((Ingg1 = Inf\ e1—>%) and
further we have

Rei1 = (Re; \ {er1PU epq0—

Since e;11 —% ey, we can rewrite Inj 1 N Reyyq as

In; 1 NRepyq = ((In[ N Re,)U €141 0— )\ e —%

Informally the set In;41 N Rej1q will contain all the included responses
from In;N Re; and the newly added response events (e;;1 e—) and sub-
tracted with the events excluded by e;11 that is (e;11 —%).

Since always it is the case that

(((Im NRe)U e;r10—=)\ er1—% ) C ((Im NRe)U e10— ) if we prove
that the events in ((In[ N Re)U ej; 10— ) are eventually executed or
excluded, then the proposition holds for Vi € [{ + 1]

Hence if we prove that the condition (Ve € ((InfNRe)U e 0—).3j >
[+1ej=eVe ¢ Inj-)) will be satisfied, then it will be implicitly satisfy
the condition, (Ve €lngiNRedj>1+1ej=eved In;)).

Since the execution in G is accepting for Vi € [{], we know that
Vie[l.(Vee€lniNRe.3j>i(ej=eVed In})).

So in order to prove that (Ve € ((InfNRe)U ejy10—)3j > [+ 1e; =
eVe ¢ In})) will be satisfied, we need to show that Ve €ejy10— 3 >
[+1.(ej=eVedln)

Since the we know that the execution in CRES is accepting for sequence
Vi € [l + 1], we also have the following condition satisfied.

CRES: Vi€ [[+1].(Ve ceje— = Tj > 0.(ette; V(i < jAe=e)))
For i = [+ 1 in the above statement, we can imply that the following
statement is satisfied.

Ve €erpy = Jj>0.(ej#feV(i<jNe=e))).

Using the result Vj > O.ef#e = Vj > 0.e ¢ In;- which is proved
above
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Ve €ejy1 = dj 2 0(e#eV (i< jNe =¢j)) = Ve cey1 =

Fj>0(egInV(i<jhe=e))

Further, Ye €ejq = 3j > 0(e ¢ NV (i < jAe = ¢)) =

Vece1 = dJj>ile¢ In; V (e = ej)), which is the desired result to

prove the proposition that execution in G is accepting for Vi € [[ + 1],
Since we have proven the proposition for base case and for inductive step,

we can conclude that CRES has same executions that are accepting as those
of G.

O]

3.3.3 Distributed Dynamic Condition Response Graphs

We now define distributed dynamic condition response graphs by adding roles and
principals as follows.

Definition 3.3.11. A distributed dynamic condition response graph is a tuple DG =
(G, Roles, P, as) where

1. G =(E,M, —e, 60—, -0, »+, =%, Act, l) is a dynamic condition response graph,
2. Roles is a set of roles ranged over by r,
3. P is a set of principals (e.g. persons or processors) ranged over by p and

4. as C (PUACct) x Roles is the role assignment relation to principals and actions.

For a distributed dynamic condition response graph, the role assignment (4)
relation indicates the roles (access rights) assigned to principals and which roles
gives right to execute which actions. As an example, assume that Peter € P and
Doctor € Roles, then if Peteras Doctor and sign as Doctor then Peter as a doctor
can sign as a doctor.

Now we go further and define when an event e is enabled in a distributed dynamic
condition response graph by extending the definition of enabled event (def 3.3.7) in
DCR Graph. For an event to be enabled in distributed dynamic condition response
graph, in addition to the condition that it must have enabled in its DCR Graph, the
label for the event must have been assigned to a role and also a principal must be
assigned to that role.

Definition 3.3.12. For a distributed dynamic condition response graph DG = (G, Roles, P, as)
with G = (E,M, —e, e—, —0, —+, =%, Act, (), we define that an event e is enabled
and write as M F pg e, if Mt ¢ e, pasr and aasr.

The result of executing an enabled event in distributed dynamic condition re-
sponse graph will have the same changes as that of executing an enabled event
in dynamic condition response graph, as event execution only involves changes to
the marking, which are not affected by the roles and principals of a distributed
DCR Graph.
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Definition 3.3.13. For a distributed dynamic condition response graph DG = (G, Roles
where G = (E,M, —e, 80—, —0, —+, =%, Act, (), with M F pg e, executing event e in
DG will have the same effect as that of executing the event e in the underlying
DCR Graph G and in both cases the resulting marking will be the same.

Now we will define a run in distributed DCR Graph and when it is accepting in
as follows,

Definition 3.3.14. For a distributed dynamic condition response graph DG = (G, Roles
where G = (E,M, —e, 80—, —0, —+, -%, Act, ) with marking M = (Ex, Re, In), we de-
fine a run (finite or infinite) to be a sequence of labels (eq, (po, ao, ro))(e1, (p1, a1, 1)) . ..
of a sequence of transitions M; leulpuauri), M1 for i > 0 starting from initial mark-
ing such that M; F pg e; and Miz1 = M; @pg e;. We further define that a run to

be accepting if its underlying DCR Graph G is accepting i.e. (Vi >0,e € Reidj >
i(e=ejVedg Inj+1))).

Based on the semantics defined above, we can now define labelled transition
system semantics for distributed dynamic condition response graph.

Definition 3.3.15. For a distributed dynamic condition response graph DG = (G, Roles
we define the corresponding labelled transition system TS(DG) to be the tuple

(M(G), M, L5(G), =)

where Ls(G) = E x (P x Act x Roles) is the set of labels of the transition system, M is
the initial marking, and —C M(QG) x Ls(G) x M(Q) is the transition relation defined

(e,a)

by M tedpan, M@pc e if M Fpg e and M —— M@ e. The transition system TS(DG)
will have same states as that of the underlying dynamic condition response graph
G, but with the transitions labels E x (P x Act x Roles) instead of E x Act. We define

a run to be (finite or infinite) sequence of labels (e, (po, ao, o)), (e1, (p1, a1, 1)) ... of

. (ei(piairi)) . o .
a sequence of transitions M; ———-—% M4 starting from the initial marking. We

define a run to be accepting if the underlying run of the DCR Graphs is accepting.

3.3.4 Infinite runs - From DCR Graphs to Biichi-automata

In this section, we show how to characterize the acceptance condition for DCR Graphs
by a mapping to the standard model of Biichi-automata. Recall that a Biichi-
automaton is a finite state automaton accepting only infinite runs, and only the
runs that pass through an accepting state infinitely often. Acceptance of finite runs
can be represented in the standard way by introducing a special silent event, e.q.
a t-event, which may be viewed as a delay. If an infinite accepting run contains
infinitely many delays it then represent an accepting run containing only a finite
number of (real) events. We define a Bilichi-automaton with t-event as follows.

Definition 3.3.16. A Bliichi-automaton with t-event is a tuple (S,s, Evy, »C S X
Eve x S, F) where S is the set of states, s € S is the initial state, Ev; is the set

, P, as)

, P, as)

, P, as)
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of events containing the special event T, -=C S x Fv; x S is the transition relation,
and F is the set of accepting states. A (finite or infinite) run is a sequence of labels
not containing the T event that can be obtained by removing all t events from a
sequence of labels of transitions starting from the initial state. The run is accepting
if the sequence of transitions passes through an accepting state infinitely often.

The mapping from DCR Craphs to Biichi-automata is not entirely trivial, since
we at any given time may have several pending responses and thus must make sure
that all of them are eventually executed or excluded. To make sure we progress, we
assume any fixed order of the finite set of events E of the given dynamic condition
response graph. For an event e € E we write rank(e) for its rank in that order and
for a subset of events E/ C E we write min(E’) for the event in E” with the minimal

rank.
I = {pm, s, gm} I={pm, s, gm} I ={pm, s, gm}
=@ §=§pr}ﬂ, s,gm} §=g=m, s,gm}
R=0@ ={s5 =
INR=@ L:_{pm.s,gm} INA = {s} INR=0 | ={pm, s, gm}
i=0 H:{{g";;}} }=12 }=11 E = {pm. s.gm}
=1 = % = = ={s
]M=E - !”’;={5’9“‘} M=@ M=o INR = {s}
i= i=2
|| j=0 =0
@0 M = {gm} v M=0O
pm pm,T . I| ‘ ,
I={pm, s, e ={pm, s, gm
E={|":-‘|:nm}5 omi am E ={pm, s,gm}
R ={s, gm} pmt Fn=n{2, gm}
INRA = {s, gm} {s, gm}
i=0 pm,T ;=01
j=0 =
M= (s, gm} M ={gm}
I ={pm, s, gm}
E ={pm, s} 8T
R ={gm} I={pm, s, gm}
INA = {gm} E = {pm, s,gm}
=1 R = {gm}
=1 L 1< (pm, =, gm} INR = {gm}
M= {gm} » I={pm, s, gm} =1pm, &, i=1
I ={pm, s, gm} E = (pm, 5,gm} v == {pm s.gm) j=0
={ipm, 5, 9 R=@ s,gm,T | = {pm, s, gm} R = {gm} M = {gm}
R (om) INR=0 E={pm,sgm} |NR={gm}
In-ng{gm} i=2 R = {s, gm} l_=2
i=1 j=1 I_nR={s,gm} j=1
}-{, M=0 i= M ={gm}
= -0
M= (gm} I=0

Figure 3.4: The Bichi-automaton for DCR Graph from Fig. 3.6 annotated with state
information

Definition 3.3.17. For a finite distributed dynamic condition response graph DG =
(G, Roles, P, as) where DCR Graph G = (E, M, Act, =, [) with a relation set = =
{—e, 0>, +, >0}, E={ey,..., ey} and rank(e;) = i, we define the corresponding
Bliichi-automaton with t-event to be the tuple B(DG) = (S,s, >C S x Evy X S, F)
where

e S=M(G)x{1,...,n} x{0,1} is the set of states,
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Eve = (E x (P x Act x Roles)) U {1} is the set of events,

e s=(M11)iflInNRe =0, and s = (M, 1,0) otherwise

F = M(G) x{1,...,n} x {1} is the set of accepting states and

e »C S x Evy x S is the transition relation given by two cases, (A) and (B) as
follows

(A) (M, i, j) —— (M, i, j') where
(i) /' =1ifln"NRe" =@ otherwise j/ = 0.
and

(e.(p.a,r)

(B) (M, i, ) (M”.', /') where

(i) M = (EX,Re’, In) and M" = (EX' U {e}, Re”, In")
(i) wy epa. ),
(iii) [ =1 if
(a) In"NRe” =@ or
(b) min(M,) € (IN" N Re’\(IN" N Re”)) U {e} or
(c) M. =@ and min(In" N Re’) € (In" N Re’\(In” N Re")) U {e}
otherwise j/ = 0.
(iv) ' = rank(min(M,)) if min(M;) € (In" N Re"\(In” N Re”)) U {e} or else

(v) i" = rank(min(in” N Re") if My = @ and min(In" N Re’) € (In" N Re’\(In" N
Re”)) U {e} or else

M” is a transition of TS(DQ)

(vi) ' = i otherwise.
for M, = {e € In"NRe’ | rank(e) > i}.

The index i is used to make sure that no event stays forever included and in the
pending response set without being executed. Finally, the flag j indicates if the state
s accepting or not.

Condition (Al and Biii) defines when a state is accepting. Either there are no in-
cluded pending responses in the resulting state (At) or the included pending response
with the minimal rank above the index i was either excluded or executed (B(iii)b).
Alternatively, if the set of included pending responses with rank above the index i is
empty and the included pending response with the minimal rank is excluded or exe-
cuted (B(iii)c), then also the resulting state will be accepting. Condition (Biv) records
the new rank if the resulting state is accepting according to condition (B(iii)b) and
similarly when the state is accepting according to condition (B(iii)c), the condition
(Bv) records the new rank.
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i=0

Figure 3.5: The Bichi-automaton with stratified view

To give a simple example of the mapping, let us consider the dynamic condition
response graph in Fig. 3.6 and the corresponding Biichi-automaton in Fig. 3.4.

The key point to note is that the automaton enters an accepting state if there is
no pending responses, or if the pending response which is the minimal ranked event
according to the index i is executed or excluded. State S7 and S11 illustrate the use
of the rank: Both states have the two events s (having rank 1) and gm as pending
responses. In state S7 only executing event s leads to an accepting state (510). The
result of executing event gm is to move to state S9 which is not accepting. Dually,
in state S11 only executing event gm leads to an accepting state (516). The result
of executing event s is to move to state S12 which is not accepting.

Fig. 3.5 shows a stratified view of the automaton, dividing the state sets according
to the rank i in order to emphasize the role of the rank in guaranteeing progress.
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3.4 DCR Graphs - Graphical Notation

After introducing the semantics for the DCR Graphs in the previous sections, we
are now ready to introduce graphical notation for DCR Craphs with help of small
workflow examples from healthcare domain. The examples are from a small oncol-
ogy healthcare workflow previously identified during a field study at Danish hospi-
tals [Lyng et al. 2008].

Let us first consider a small example shown in 3.6 modeled using DCR Graphs. It
contains three events: prescribe medicine (the doctor calculates and writes the dose
for the medicine), sign (the doctor certifies the correctness of the calculations) and give
medicine (the nurse administers medicine to patient). The events are also labelled
by the assigned roles (D for Doctor and N for Nurse).

Condition Relation
Response Belation &——

prescribe
medicing

E

give
medicine
T

Figure 3.6: Give Medicine Example

The events prescribe medicine and sign are related by both the condition relation
(—e) and the response relation (e—). The condition relation means that the prescribe
medicine event must happen at least once before the sign event. The response relation
enforces that, if the prescribe medicine event happen, subsequently at some point the
sign event must happen for the flow to be accepted. Similarly, the response relation
between prescribe medicine and give medicine enforces that, if the prescribe medicine
event happen, subsequently at some point the give medicine event must happen for the
flow to be accepted. Finally, the condition relation between sign and give medicine
enforces that the signature event must have happened before the medicine can be
given. Note the nurse can give medicine many times, and that the doctor can at
any point choose to prescribe new medicine and sign again. (This will not block
the nurse from continue to give medicine. The interpretation is that the nurse may
have to keep giving medicine according to the previous prescription). The transition
system for finite runs for the prescribe medicine example from fig 3.6 is shown in the
fig. 3.7.
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*a,
/

(o
h
fCS——

ul

Figure 3.7: Transition system for DCR graph from fig 3.6

The dynamic inclusion and exclusion of events is illustrated by an extension to the
scenario (also taken from the real case study): If the nurse distrusts the prescription
by the doctor, it should be possible to indicate it, and this action should force either
a new prescription followed by a new signature or just a new signature. As long the
new signature has not been added, medicine must not be given to the patient.

This scenario can be modeled as shown in Fig. 3.8, where one more action don't
trust is added. Now, the nurse have a choice to indicate distrust of prescription and
thereby avoid give medicine until the doctor re-execute sign action. Executing the
don’t trust action will exclude give medicine and makes the sign as pending response.
So the only way to execute give medicine action is to re-execute sign action which will
then include give medicine. Here the doctor may choose to re-do prescribe medicine
followed by sign actions (new prescription) or simply re-do sign.

In Fig. 3.9 below we propose a graphical notation that illustrates the run-time
information during two different runs of the extended scenario in Fig. 3.8. We show the
events as boxes just as in the graphical notation for the dynamic condition response
graph and use three different small icons (&, v/, !) above the boxes to show if the
event is enabled (L.e. not blocked by any conditions), if it has been executed (i.e.
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Condition Relation

Response Relation &——
Include Relation et
Exclude Relaton ———®%

prescribe H
madicing \

ghra S q.-
mu:llclnu

&
D"'__

Figure 3.8: Give Medicine Example with Check

included in the set E in the marking), and if it is required as a response (i.e. included
in the set R in the marking). We indicate that an event is excluded (i.e. not included
in the set / in the marking) by making the box around the event dashed.

(@) ot Enabled

0 Executed

o Pending Response
— Included
— = Mot Included

5] 512 @ 00
medicine sign edicin sign
M@ @ 102 @
meticine doni trust mfﬂ'}::m don't trust
112
0@ [0
edicine sign edicine sign
O N o
A don't trust e i don't trust i
)
ala

Figure 3.9: Runtime for Give Medicine Example from 3.8

Fig 3.9 shows the four states of a run in the workflow process in Fig. 3.8, starting
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in the initial state where all events except prescribe medicine is blocked. The second
state is the result of executing prescribe medicine, now showing that sign and give
medicine are required as responses and that sign is no longer blocked. The third
state is the result of executing the sign event, which enables give medicine and don’t
trust. Finally, the fourth state is the result of executing the give medicine event,
excluding the don't trust event.

Similarly, Fig. 3.10 shows the six states of a run where the nurse executes don't
trust in the third step, leading to a different fourth state where give medicine is
excluded (but still required as response if it gets included again) and sign is required
as response. The fifth state shows the result of the doctor executing sign, which
re-includes give medicine, which is then executed, leading to the final state where all

events have been executed,

and don't trust is excluded.

0] 01@ o1 o
pms.cl'lba merlm
medicine slgn medicine sign
g'\'ﬂ I .
medicine dont trust e don't trust
0@ 1O 0® 00
prescribe sign prescribe
medicing medicine sign
0 [ @ MmO
I
give ! ive 1 .
medicine don't trust i m;’ulcine : don't trust
n® o 516
pmscﬂbﬂ pmsc”m
medicine sign medicine sign
O € nO WO
I
give give 1 . |
meniicine don't trust meieine i don't trust |
sle MmO

Figure 3.10: Runtime for Give Medicine Example with Don't trust from 3.8

In order to model milestone relation, we further extend the healthcare with two
more events receive tests, to receive test results that were previously ordered (with
doctor/nurse roles) and examine tests, to examine the receive test results (with doctor
role) as shown in the figure 3.11. The intuition is that, if the test results have been
received, then the doctor must examine those results before making a prescription.
The situation is modeled with a response and condition relation between receive
tests and examine tests and with a milestone relation between examine tests and
prescribe medicine.
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Condition Relation

Response Relation s—

Milestone Relation ——m= >
Include Relation — +
Exclude Relation Yo

prescribe | @——

medicine sign

l

+ | M

give
medicing

Figure 3.11: Extended Give Medicine Example with milestone relation

Receiving test results (may be in between the prescriptions) will create a pending
response on the examine tests event and the prescribe medicine event will be blocked
because of the milestone relation between examine tests and prescribe medicine,
until the doctor examine the results. One may argue that a condition and response
relation could have been be used instead of milestone relation in between examine
tests and prescribe medicine, but in that case the prescribe medicine will be blocked
only for the first time (due to condition relation) and on top of that, the doctor will
be compelled to do prescribe medicine (due to response relation) afterwards, which
may not be necessary e.g. when the test results are good.

Finally, we will show how the above healthcare example can be expressed in the
formal definitions of distributed DCR Graphs (def 3.3.11) in the listing 3.1.

Listing 3.1: Formal representation of healthcare example in DCR Graphs

Distributed DCR graph DG = (G, Roles, P, as) where
G =(E,M, Act, = 1)

E=Act={receive tests, examine tests, prescribe medicine, sign, give
medicine, don’'t trust}

M= (7,0, E)

l= {(receive tests, receive tests), (examine tests, examine tests),

}
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= ={—e, e + 0} where

—e ={(receive tests, examine tests), (prescribe medicine, sign), (sign,
give medicine), (sign, don’'t trust)}

e— ={(receive tests, examine tests), (prescribe medicine, sign), (
prescribe medicine, give medicine), (don't trust, sign)}

—+ ={(sign, give medicine), (sign, don't trust)}

—% ={(don"t trust, give medicine), (give medicine, don't trust)}
—o ={(examine tests, prescribe medicine)}

Roles ={D, N}

P ={Peter, Rosy}

as ={(Peter, D), (Rosy, N), (receive tests, N), (receive tests, D), (

examine tests, D), (prescribe medicine, D), (sign, D), (give
medicine, N), (don't trust, N)}

3.5 Expressiveness of DCR Graphs

In this section, we will discuss about expressiveness of DCR Graphs. Despite the
simplicity of the the model with five relations, the DCR Graphs model can express
all w-regular languages. In order to show that, we will encode Biichi automaton into
DCR Graphs and show that both blichi automaton and DCR Graphs will have same
runs and accepting runs.

We will first revisit the definition of non-deterministic Biichi automaton and pro-
vide a method to encode it directly into DCR Graphs. Later we will show that Biichi
automaton is bisimilar to the encoded DCR Graph by providing a suitable proof by
using bisimulation.

3.5.1 Biichi Automaton

In this section we will revisit the definition of nondeterministic Blicht automaton and
the language accepted by it.

Definition 3.5.1. A nondeterministic Blchi-automaton is a tuple B = (S, Sg, Evy, -»C
S x Evy xS, F) where

1. S is the set of states ranged over by s,
2 So C S is the set of initial states,

3. Ev; is an alphabet (the set of names) ranged over by a,
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4 —C S x Evy x S is the transition relation, and

5. F is the set of final or accepting states.

A run for an infinite word o = ag, ay,az,... € EvY is an infinite sequence of
a . .
states sg, 51,52, ... such that sg € Sg and s; — s;q for i > 0. A run sg,s1,52, ... is
accepting if s; € F for i > 0 infinitely often.

Now we will define the labeled transition relation for Blchi-automaton (B) as
follows,

Definition 3.5.2. For a Blichi automaton B = (S, So, Evy, =C S x Evy x S, F), we
define the corresponding the corresponding labelled transition system TS(B) to be a

tuple
(P(S), S0, =»BC P(S) x Eve x P(S), FN)

where Sy is the set of initial states in B, Fy = {S" | S" € P(S)AS' N F + @} is the
set of final states and the transition relation defined by —g= {(S', a,{s}) | s’ €
S'(s' a,s) e—}

Further we define a run of the transition system ag, a1,a2,... € Ev¥ to be an

infinite sequence of labels of transitions S; MB {si+1} starting from the initial state
So and a run is accepting if s; € Fy infinitely often.

On can observe that the transitions in the labeled transition relation for Blichi
automaton TS(B) are from set of states to a singleton state (S; MB {si+1}), instead

of just from one state to other (s; ﬂ)/g si+1) like in any other labeled transition
system. The start state in non-deterministic Blichi automaton is not just one state,
but a set of states, and in order to cover the transitions of start state also, we have
defined the transitions in TS(B) to be from set of states to a singleton state.

Now we will define the mapping from Biichi automaton to DCR Graphs in the
definition 3.5.3. First, every state and every transition of Biichi automaton are mapped
to individual events in the corresponding DCR Graph. The events corresponding to
the states in Biichi automaton are neither enabled nor executable and they are used
to block/unblock the events corresponding to their transitions in Blichi automaton.

In order to map the accepting states of Biichi automaton to corresponding mark-
ings in DCR Graph, we add a special event NAS with a self condition and with a
initial pending response. The event NAS will always stay in the pending response
set of a marking, as it will never get executed, but by excluding/including the NAS
event, the marking can be made accepting/non-accepting.

Further, we have added all the transition events to the executed set (Ex) of initial
marking in the DCR Graph, as the transition events are the only events, which are
executable. The basic intuition behind this, is to have a constant executed set (Ex)
in a marking, so that we will get one-to-one correspondence between the states of
Biichi automaton to the markings of DCR Graph. Further we are also not interested
in the history of execution as it in no way influences the execution of transition
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events, because all their condition events are only the state events, which will never
get executed.

Similarly, the response set is also constant, containing exactly one event NAS all
the time as the response relation (e—) in the DCR Graph is empty. The only change
from marking to marking is in included set (In). We will add all the transition events
to the included set of the initial marking. Further all the state events except those
are part of start state are also added to included set. Finally the event NAS will be
added if none of the start states of Blichi automaton are also final states.

Response (e—) and milestone (—9) relations are empty in the encoding, where as
the condition relation (—e) contains all blocking condition relations. All state events
and NAS event will contain a self condition relation where as all transition events
will have their corresponding state event as a condition. Finally include (—-+) and
exclude (—%) relations contains mappings to include or exclude a state event or NAS
event. If a transition (e.g (s, a, s')) in Biichi automaton leading to next state, then the
corresponding transition event (e(s,a,s')) will exclude the state event for the leading
state (to enables the transitions at the leading state) and also include the state event
for the leaving state (to block all transitions at the leaving state). Similarly, the NAS
event will be excluded if the leading state is one of the accepting states in Bichi
automaton, on the other hand if the leading state is not one of the final states, then
it will include NAS.

Finally, we will add all the transition labels (Ev;) to the actions set and the
labeling function will contain mapping between transition label (a) and event name
(e(s, a, s)). We will not add any labels either for a state event or the NAS event, as
they will not be executed at any time.

The formal definition of encoding Biichi automaton to a DCR Graph is given below
in def 3.5.3.

Definition 3.5.3. For a Blichi automaton B = (S, Sg, Evy, > C Sx Eve xS, F), we de-
fine the corresponding DCR Graph to be G(B) = (E,M, —e, 0—, —»0, -4, =%, Act, ()
where

1. E = (Es UE{) W {NAS} such that

o £, ={e(s) | s € S} is the set of events for the states in Biichi automaton,
e E. = {e(s,a,5) | (s,a,s) €=} is event set for transitions in Blichi

automaton,

2. M = Mp(S9) where M : P(S) — M(G(B)) and defined as
Mg(S’) = (Ex, Re, In) such that

e Ex=FE, Re = {NAS}

o _ [ (ECUES\{els) |s € S} U{NAS} i S'/nF =0
y ”_{ E-UE.\{e(s)|s e S} if S'NF 40

3 e—=0 and —o=0
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4. —e= {(NAS,NAS)} U {(e(s), e(s)) | s € S} U
{(e(s). e(s,a,5) | (s,a,s) e=}

5 —+={(e(s a,5) es") | e(s,a,s) e Ns" + 5} U
{(e(s,a,s),NAS)) | (s,a,s') e> A ' ¢ F}

6. —%= (sas e(s)) |els,a,s') e As+s}HU
{(e(s,a,5), NAS)) | (s,a,s') €= A s’ € F}

/. Act = Ev;

8 l={(e(s,a,s) a))|e(s as)e-}

3.5.2 Encoding of Biichi Automaton into DCR Graphs - Example

Figure 3.12: Biichi-automaton Example

In this section, we will explain the construction of DCR Graph from the Bichi
automaton, by taking an example. Let's take a small example of Blichi automaton
as shown in the figure 3.12. The automaton contains 4 states with one initial state
(s1) and one final state (s4) marked with green color. The automaton shown in the
example is nondeterministic, as we can observe nondeterministic transitions at states
s1 and s4. The automaton will only accepting if in a run, the final state s4 is visited
infinitely often.

The encoded DCR Graph for the Biicht automaton shown in figure 3.12 is shown
in the figure 3.13. In the construction, first we will add events (let's call state events)
for all the states in the Biichi automaton (B) and they are named after their respective
states in the encoded DCR Graph (G(B)). For example, the state sq in B, we will get
an event e(sq) in the G(B). All state events will have self condition relation as shown
in the figure 3.13, which make them never enabled and executable. The state events
(e.g s1) for the states which are part of start state in B, will be excluded in the initial
marking.
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A

e(s3,b,s4) [b]

e(s1,a,s1) [a] /

e(s1,b,83) [b]
[
e(s2,a,52) [a]

~| e(sd,b,52) [b]

| ——

e(s1,b,52) [b]

e(sd,b,s3) [b]

e(s2,b,s4) [b]

e(sd,c.54) [c]

Figure 3.13: DCR Graphfor Blchi-automaton in figure 3.12

Similarly, all the transitions in B will a get event in G(B) (let's call them tran-
sition events) and they are named after their respective transitions. For exam-
ple if we have a transition (s1,b,s3) in B, then in the encoded DCR Graph, we
will get an event e((s1, b,s3)). In this way, for non-deterministic transitions in B,
we will get deterministic events in G(B) with labels mapped exactly to the tran-
sitions in B. For example, we have non-deterministic transition b at state sq in
B, which will be encoded with events e((s1, b, s3)), e((s1, b, 52)) with their labels as
l(e((s1, b, s3))) = b, l(e((s1, b, s2))) = b respectively. Further all transition events will
have their respective state events as conditions. As explained before, the state events
can not be executed and hence they act as blocker events, blocking the their transi-
tion events and only when a state is excluded in a marking, then all their transition
events will be enabled.

Further, for all the transitions that lead to one of the final states in B, the corre-
sponding transition events will exclude the NSA event, to make the resulting marking
accepting, on the other hand the transition events will include NSA event if they are
leading to a state that is not part of final state. Similarly for the transitions leading
to an another state (e.g. b at s3) in I3, their respective transition event (e(s3, b, s4))
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will exclude the leading state event (s4) in order to enable the transition events at the
leading state and include the leaving state event (s3) to make the transition events
blocked at the leaving state.

Finally, we have excluded some of the un-important relations (e.g. include relation
from e(s1, b, s3) to NSA ) in the figure 3.12 to make it more readable. Also, we
have used a shorthand notation for the condition relation from state events to their
transition events by using a box around transition events and making the condition
relation pointing to the box, meaning that the condition relation applies to all the
transition events inside the box.

3.5.3 Bisimulation between Biichi and DCR Graph

First we will define the relation between Blichi automaton B and its corresponding
DCR Graph G(B) as follows,

Definition 3.5.4. For a labeled transition system for Blichi automaton

TS(B) = (P(S), S0, =B P(S)x Eve xP(S), Fn) where B = (S, So, Evy, =C Sx Evyx
S, F) and its the corresponding DCR Graph to be G(B) = (E,M, —e, e—, -0, —+
, =%, Act, l), we define the binary relation over TS(B) and TS(C) as R = {(S,M) |
S € P(S)AM = Mg(S)}.

The binary relation R contains pairs of state form TS(B) and its corresponding
marking from G(B), as defined by the function in the encoding.

Proposition 3.5.1. The labeled transition system TS(B) for a Blichi automaton is
bisimilar to the labeled transition system TS(C) for corresponding DCR Graph.

Proof. For Blichi automaton B = (S, So, Evy, =C S x Fvy x S, F), the labeled tran-
sition system (def 35.2) is TS(B) = (P(S), So, =nC P(S) x Eve x P(S), Fn).

For DCR Graph G = (E, Mg, Act, —e, e—, —+, %, —, |}, the corresponding labeled
transition system (def 3.3.10) is TS(G) = (M(G), M, L5(G), =) where L5(CG) = E x Act
is the set of labels of the transition system, Mg is the initial marking, and —C

M(G) x L5(G) x M(C) is the transition relation defined by M leq), Megce f Mg e
and a € l(e).

According to def 3.5.4, we have the binary relation R = {(S,M) | S € P(S)AM =
Mp(S)} over TS(B) and TS(G). In order to show that TS(B) ~ TS(G), we have to show

that
o if S5 & in TS(B) then there exists in TS(G) a transition M = M’
e if M5 M in TS(G) then there exists in TS(B) a transition S = &’

We will prove the two directions individually as follows,
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(A) If S 5 & in TS(B) then there exists in TS(G) a transition M = M’

According def 3.5.4, from the binary relation R, we have the corresponding mark-
ing M in TS(Q) for the state S from TS(B).

But the state S € P(S) in TS(B) is a set of states in B and hence for S & &’ in
TS(B), there will be a set of transitions A= {a | (s, a,s’) €= As € S} in B.
In order to prove the equivalence we have to show that Va € A.GM fea),
in TS(G) for some event e and label a.

M/

. e . Ve a .
According to definition for encoding (def 3.5.3), for a transition s — s" in B,
the corresponding event in G is e(s, a, ).

According to def 3.3.10 for labeled transition system for DCR Graph, in order
to have a transition M = M’ in TS(G), we need to show that M F¢ e(s, a, ') and
le(s,a,s) = a.

According to definition of labeling function in encoding (def 3.5.3), we already have
Va € Al(e(s, a,s’)) = a, hence we only need to show Ya € AM k¢ e(s, a, s).

we can rewrite Ya € AM ¢ e(s,a,s') = Vs € SMbqe(s,a,s) as e(s,a,s) is
the corresponding event for (s, a,s’) €—.

From the encoding definition (def 3.5.3), the marking for state (S) will be M =
M5((S)) = (Ex, Re, In) such that

o Ex =E., Re = {NAS}

o [ (EcUE\{e(s)[s€ SHUINASY i S'nF =0
* ”_{ E-UE.\ {e(s) |s € S} if S'NF+0

From def 337, to show that Vs € SM k¢ e(s,a,s’), we need to show that
Vs € Si(e(s,a,s/) = In)/\( —oe(s, a,s)NIn e E\Re)A( —ee(s,a,s)NIn e Ex)
holds.

(i) Vse S.e(s,a,5) €ln
Since e(s, a,s’) € E; C Ing where Ing is the included set of initial marking
and —»%e(s, a,s’) =0, all the events in E; are included in all markings.
Hence we can conclude that Vs € S.e(s, a,s’) € In holds.

(i) Vs € S. —oe(s,a,s)NIn€ E\Re

(=0 =0) = (—0e(s,a,5)=10).
Hence we can conclude that Vs € S. —¢e(s, a,s’)Nin € E\ Re holds.



3.5. Expressiveness of DCR Graphs 85

(B)

(it) Vs € S. —ee(s,a,s)NIn € Ex
From the definition of condition relation in the encoding (def 3.5.3),
—e e(s,a,s') = e(s), Le the only condition events for a transition event
e(s, a,s’) is its state event e(s).

From the marking (M) for the state S, we can observe that, the events
{e(s) | s € S’} not included in the included set (In). Hence

({e(s)|s€StNIn=0) = VseS. —ee(s,a,s)NIn=14.

Therefore we can conclude that Vs € S. —ee(s, a,s’) N In € Ex holds.

From (i), (ii) and (iii), we can conclude that Vs & S.(e(s, a,s) e In) A ( —0
e(s,a,s)Nin e E\Re) A ( —ee(s,a,s)NIn e Ex) holds.

Therefore our proposition that If S % &’ in TS(B) then there exists in TS(G)
a transition M 5 M’ is valid.

if M5 M in TS(G) then there exists in TS(B) a transition S = &’

According def 35.4, from the binary relation R, we have § in TS(B) from cor-
responding marking M in TS(G).

At marking M in TS(G), the transition M < M’ implies that there are set of

enabled transitions such that A= {a | M te.q), A l(e) = a} for some event e and

label a.

In order to prove the equivalence we have to show that Ya € A3s 5 s |
seSA(s a,s)e—inTS(Q).

Let's first compute set of all enabled transitions at marking M. According to
def 3.3.10 for labeled transition system for DCR Graph, if we have a transition
M 5 M in TS(G), it indicates that M ¢ e and l(e) = a for some event e and
label a.

Further, from def 337, M k¢ e in G for some event e, indicates that (e e
In) A (—oenine E\Re)A( —eenin e Ex).

According to definition of encoding (def 35.3), the marking M = Mg((S)) =
(Ex, Re, In) such that

o Ex=FE,, Re = {NAS}

I — (E- UEs\ {e(s) | s € S'}) U {NAS} ifSNF=4¢
* ”_{ E.UE\ {e(s)|s e 5} if S'NF 40
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From the above marking, we will compute the set of enabled events E. = {e |
M ¢ e} and from Ee, we compute the enabled transition by taking label corre-
sponding to those events from labeling function L.

First let us say that E, = @ and we start filling the set £, as we go through the
conditions for enabled event one by one as listed below.

() MFge = e€ln
From the marking M given above, the events currently included in the In
setare (Er UEs\ {e(s)| s € S'}) U {NAS}. So let's say that
Ee = (ErUEs\ {e(s) | s € S'}) U{NAS}.
() MFge = (—cenine E\Re)
Since —¢ = @, it does not affect the E,, therefore it will still be
Eoc = (E-UEs\ {e(s) | s € S'}) U{NAS}.
(i) MFge = (—>oeﬂln€ Ex)
For an enabled event, all its conditions must be in executed (Ex) set.

From the definition of condition relation in the encoding (def 3.5.3),
—eNAS = {NSA} ANSA ¢ Ex = NSA ¢ E,

Similarly Ve(s) € Es. —ee(s) = {e(s)} Ne(s) € Ex = e(s) ¢ E..
After updating E, for the above the two results, we have E, = E;.

From the definition of condition relation in the encoding (def 3.5.3),
—ee(s,a,s) = {e(s)}. The state events e(s) will never get executed as they
have self condition (—ee(s) = {e(s)}), but the only way they can unblock
the transition events is by not included in the marking.

From the included set In and executed set Ex in marking M, the set of
transition events which are not enabled because their condition events are
not in executed set, but included in the marking, Ve(s,a,s’) € E;. —e
e(s,a, s Nnin € Ex=E.\ {e(s,a,5)|s €S}

In order to get the actual enabled events at marking M, we have to remove
all these not enabled transition events from the £,

Ee=E:\ (Ex\{e(s,a,5)|s e S}
E.=1{e(s,a,5)|s e S}

Finally the set of enabled events at M is {e(s, a,s’) | s € S} and we have labels
for each of these events in the labeling function.

Hence at marking M, we have Vs € SM ¢ e(s, a,s') Alle(s, a,s") = a.
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From the encoding definition (def 35.3), if we have a transition a in B such
that {a | (s, a,s’) €=}, then we have a transition event e(s, a, s’) with its label
l(e(s, a,s’)) = a in G(B).

Therefore Vs € S.(M k¢ e(s, a,s') Alle(s,a,5)) = a = F{a]| (s a,5) e
Ns € S}

Hence we can conclude that if M 5 M’ in TS(G) then there exists in TS(B)
a transition S 5 &’ holds.

Finally, since we have proved the proposition in both directions, we can conclude
that TS(G) and TS(B) are bisimilar, that means TS(G) ~ TS(B).
O

Theorem 3.5.1. A Blichi automaton B = (S, Sg, Evy, >C Sx Evy x S, F) and its cor-
responding DCR Graph G(B) = (E,M, —e, e—, =0, —+, =%, Act, [). will have same
runs and accepting runs.

Proof. In the proposition 35.1, we have proved that the labeled transition system
(TS(B)) for Biichi automaton B is bisimilar to labeled transition system (TS(G)) for its
corresponding DCR Graph G(B).

Since TS(G) ~ TS(B), we have same transitions and choices at every corresponding
state in B and marking in G(B), therefore we can conclude that both 3 and G(B) will
have same runs.

Then, we have to prove that both B and G(B) will have same accepting runs.

To prove this, we have to show that accepting runs are same in both directions,
and the proof is divided into 2 parts follows,

(A) If a run is accepting in B then it is also accepting in G(B).

From definition for Biichi automaton (def 35.1), a run sg, s1, s2, ... is accepting if
s; € F for i > 0 infinitely often.

) a . .. .
In the above run for B, let's us say that, s; — s;41 is the transition that is
visiting a state in F, that means s;1q € F.

. a .
Since we have the same runs, for the s; — s;11 in B, we have a correspond-
Mit1.

ing marking in G(B) such that M; (elora.51v1).0)

From the definition of exclude relation in the encoding (def 3.5.3), we have
Ve(s,a,s'Ye—> A s" € F.e(s, a,s)—>% = {NAS}.
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(B)

Hence we have e(s;, a, si+1) =% = {NAS} as s;41 € F.

SlnarSHrW)vC’)

When M; (et Mis1, it will exclude {NAS} from the marking M41.
From the definition of the encoding (def 353), we have e—= § and {NAS}
is the only event with pending response.

Therefore in the marking M1, the In N Re = @, making the marking M1 ac-
cepting.

For any transition in B that is visiting the one of the final states, the correspond-
ing marking in G(B) will be accepting as we have exclude relation Ve(s, a,s') €—
N s € F.e(s a,s')—%={NAS}

Since the run in B is accepting, it will visit one of the final states infinitely
often, thereby the marking in G(B) will be visiting the state where there are no
included pending responses, in other words there is no pending response event
in G(B) that stays for ever without being executed or excluded. Therefore the run
in G(B) is accepting.

Therefore we can conclude that If a run is accepting in B then it is also ac-
cepting in G(B).

If a run is accepting in G(B) then it is also accepting in B.

According to def 3.3.9, a run is DCR Graph is accepting if Vi € [/<](Ve e InN
Rejdj>iej=eVed In}-)), where M; = (Ex;, In;, Re;) and M} = (Ex;-, In;-, Re}).

Informally a run in G(B) is accepting if there is no pending response that stays
for ever without being executed or excluded.

From the definition of the encoding (def 353), in G(B), we have e—= { and
{NAS} is the only event with pending response.

Therefore an accepting run in G(B) is the one in which the event {NAS} is
either executed or excluded infinitely often.

Since {NAS} can not be executed at all due to it's self condition (—e NAS =
{NAS}), the only way a run is accepting in G(B) is by excluding the event NAS
infinitely often.

From the definition of exclude relation in the encoding (def 3.5.3), the set of
events that can exclude the the event NAS is
—%NAS = {e(s,a,5) | (s,a,5) e=> N s € F}
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The transition event e(s, a, s’) in G(B) exactly corresponds to a transition (s, a, s’)
in B and further state s’ is visiting one of the final states in B.

Since run in G(B) is accepting, so the event NAS will be excluded infinitely often
by executing one of the transition event in {e(s, a,s') | (s,a,8) €= A s € F},
which corresponds to visiting one of the final states infinitely often in B, which
satisfies the condition for a run to be accepting in B.

Therefore, we can conclude that, If a run is accepting in G(B) then it is also
accepting in B.

Since we have the theorem in both directions, we can conclude that both B and G(B)
will have same runs and accepting runs.
O

3.5.4 Conclusion

The nondeterministic Blichi-automaton is a kind of automaton that is suited for all
accepting w-reqular languages, as it has acceptor for infinite words. Moreover, the
equivalence between nondeterministic Blichi-automaton and w-reqular languages
was proved by McNaughton in 1966 [McNaughton 1966] and therefore nondetermin-
istic Biichi-automaton is as expressive as w-regular languages. Hence nondetermin-
istic Biichi-automaton is considered as alternative formalism to describe w-regular
languages.

In this section, we have proved the equivalence between theDCR Graphs and
nondeterministic Blichi-automaton by providing a straight forward construction from
nondeterministic Blichi-automaton to a DCR Graph. Moreover, the construction is lin-
ear in the sense that the DCR Graph contains number of events equal to total number
of transitions plus states and additionally one more event for toggling the accept-
ing condition. Therefore, we conclude that the DCR Graphs is expressive enough to
describe w-regular languages.

3.6 Summary

In this chapter, we have introduced DCR Graphs as a formal model for for a new
declarative, event-based workflow process model inspired by the workflow language
employed by our industrial partner [Mukkamala et al. 2008]. We have demonstrated
the use and flexibility of the model on a small example taken from a field study on
Danish hospitals [Lyng et al. 2008] and proposed a graphical notation for presenting
both the process specification and their run-time state.

The model was presented as a sequence of generalizations of the classical model
for concurrency of labeled event structures [Winskel 1986]. The first generalization
introduced a notion of progress to event structures by replacing the usual causal
order by two dual relations, a condition relation —e expressing for each event which
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events it has as preconditions and a response relation e— expressing for each event
which events that must happen (or be ruled out) after it has happened. We further
demonstrated that the resulting model, named condition response event structures
can express the standard notion of weak concurrency fairness.

The next generalization is to allow for finite representations of infinite behaviours
by allowing multiple execution, and dynamic inclusion and exclusion of events, re-
sulting in the model of dynamic condition response graphs. Finally, we extended the
model to allow distribution of events via roles and presented a graphical notation
inspired by related work by van der Aalst et al. [van der Aalst & Pesic 20064, van der
Aalst et al. 2009], but extended to include information about the run-time state (e.q.
markings).

We have shown that all generalizations conservatively contain the previous model.
Moreover, we provide a mapping from dynamic condition response graphs to Blichi-
automata characterising the acceptance condition for finite and infinite runs, by in-
troducing a special silent event e.g. T-event.

One key advantage of the DCR Graphs compared to the related work explored
in [van der Aalst & Pesic 20064, van der Aalst et al. 2009, Davulcu et al. 1998, Cicekli
& Cicekli 2006] is that the latter logics are more complex to visualize and understand
by people not trained in logic. Another advantage, illustrated in the given mapping
to Blichi-automata and our graphical visualization of the run time state, is that the
execution of dynamic condition response graphs can be based on a relatively sim-
ple information about the run-time state, which can also be visualized directly as
annotations (marking) on the graph.

Finally, we have proved the equivalence between DCR Graphs and nondetermin-
istic Buichi-automaton, there by proved that the DCR Graphs expressive enough to
describe w-regular languages.

In the next chapter, we will look into the extensions for DCR Graphs such as
nested sub structures for modeling hierarchy, sub processes for modeling of multiple
instances and also extend DCR Graphs to support data as a shared global store of
variables.



CHAPTER 4
Dynamic Condition Response
Craphs - Extensions

In the previous chapter (chapter 3), we have introduced the basic model and core
primitives of DCR Graphs. In this chapter, we will describe the extensions to the
DCR Graphs, which will make the formal model more applicable to various real world
scenarios and case studies. The first and foremost extension to the DCR Graphs
is nested subgraphs which is a standard in most state-of-art modeling notations to
model hierarchy. A case study from the Case Management domain will be introduced
in section. 4.1.3 and we will demonstrate how we have applied nested DCR Graphs
in practice within a project that our industrial partner Exformatics carried out for one
of their customers.

Further, in the section 4.2, we will introduce an extension sub-processes to model
replicated behavior in the DCR Graphs and then extend it to the nested DCR Graphs.
Finally, we will introduce an important extension adding support for data to the
DCR Graphs in the section 4.3.

We employ the following notations in this chapter.

Notation: For a set A we write P(A) for the power set of A For a binary relation
—C Ax Aand a subset & C A of Awe write — & and &— for the set {a € A| (Fd’ €
&l a—d)} and the set {a € A| (Fa’ € & | ' — a)} respectively. Also, we write

—~1 for the inverse relation. Finally, for a natural number k we write [k] for the set
{1.2,... k}.

4.1 Nested Dynamic Condition Response Graphs

In this section, we describe how to extend the model to allow for nested sub-graphs.
Initially, the extension was guided by a second case study, in which we have applied
the model of Nested Dynamic Condition Response Graphs (Nested DCR Graphs)
in the design phase of the development of a distributed, inter-organizational case
management system.

In the next section (sec 4.1.1), we will introduce the Nested DCR Graphs with
the help of oncology healthcare workflow, which was previously identified dur-
ing a field study at Danish hospitals [Lyng et al. 2008]. The formal semantics of
Nested DCR Graphs will be given in the sec 4.1.2 and finally in sec 4.1.3, we will

describe the case management case study which has motivated the extension of
Nested DCR Graphs.
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4.1.1 Nested DCR Graphs by Healthcare Workflow Example

In Fig. 4.1, we show the graphical representation of the Nested DCR Graphs formal-
izing a variant of the oncology workflow studied in [Lyng et al. 2008],

As explained in the previous chapter, the boxes denote activities (also referred
to as events in many places). Administer medicine is a nested activity having sub
activities give medicine and trust. Give medicine is an atomic activity, t.e. it has no
sub activities and on the other hand, Trust is again a nested activity having sub
activities sign nurse 1 and sign nurse 2. The activity medicine preparation is a nested
activity having seven sub activities dealing with the preparation of medicine, where
as manage prescription is a nested activity with two sub activities. An activity may
be either included or excluded, the latter activeties are drawn as a dashed box as
e.g. the edit and cancel activities. Finally, treatment is a nested activity containing
all other activities as sub activities.

I~ ~ “manage presciiption| % traatment
==
4D
| cancel | |
_______ I O
medicine preparation
sign Cr CP
doctor accept don't trust
prescription prascription(CP)
M
don't trust © PA PA
prescription|N) make
preparation ¢ slanPA
e o
admjinister medicine
frusi
M1 CP
zlgn don't trust
[N] nures 1 slgn CP preparation(CP)
g||,|-,a. e
medicing M2 | [
slgn don't rust
nurse 2 praparation(N)
'Condition Relation — ¢ o
Milestone Relation ——# < Iandilion + Response e |

Response Relation a——»

|Include Relation 4 Condition + Milestone &
Exclude Relation_—— % | Condition+Response+Milestone e——p i'
Core Relations Derived Relations

Figure 4.1: Oncology Workflow as a nested DCR Graph

A run of the workflow consists of a (possibly infinite) sequence of executions of
atomic activities. (A nested activity is considered executed when all its sub activities
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are executed). An activity can be executed any number of times during a run, as long
as the activity is included and the constraints for its execution are satisfied, in which
case we say the activity is enabled.

As explained in the previous chapter (chapter 3), the constraints and dynamic
exclusion and inclusion are expressed as five different core relations between activi-
ties represented as arrows in the figure above: The condition relation, the response
relation, the milestone relation, the include relation, and the exclude relation.

The condition relation is represented by an orange arrow with a bullet at the
arrow head, e.g. the condition relation from the activity sign doctor to the activity
don’t trust prescription(N) means that sign doctor must have been executed at least
once before the activity don't trust prescription(N) can be executed.

The response relation is represented by a blue arrow with a bullet at its source.
E.g. the response relation from the activity prescribe medicine to the activity give
medicine means that the latter must be executed (at some point of time) after (any
execution of) the activity prescribe medicine. We say that a workflow is in a completed
state if all such response constraints have been fulfilled (or the required response ac-
tivity is excluded). However, note that a workflow may be continued from a completed
state and change to a non-completed state if an activity is executed that requires
another activity as a response or includes an activity which has not been executed
since it was last required as a response.

The third core relation used in the example is the milestone relation represented
as a dark red arrow with a diamond at the arrow head. The milestone relation
was introduced in [Hildebrandt et al. 2011c] jointly with the ability to nest activities.
A relation to and/or from a nested activity simply unfolds to relations between all
sub activities. A milestone relation from a nested activity to another activity then
in particular means that the entire nested activity must be in a completed state
before that activity can be executed. E.g. medicine preparation is a milestone for the
activity administer medicine, which means that none of the sub activities of administer
medicine can be carried out if any one of the sub activities of medicine preparation
is included and has not been executed since it was required as a response.

Further, two activities can be related by any combination of these relations. In
the graphical notation we have employed some shorthands, e.g. indicating the com-
bination of a condition and a response relation by and arrow with a bullet in both
ends.

Finally, DCR Graphs allow two relations for dynamic exclusion and dynamic
inclusion of activities represented as a green arrow with a plus at the arrow head
and a red arrow with a percentage at the arrow head respectively. The exclusion
relation is used in the example between the cancel activity and the treatment activity.
Since all other activities in the workflow are sub activities of the treatment activity,
then all activities are excluded if the cancel activity is executed. The inclusion relation
is used between the prescribe medicine activity and the manage prescription activity,
so when prescribe medicine is executed, the manage prescription will be included.

The run-time state of a nested DCR Graph can be formally represented as a triple
(Ex, Re, In) of sets of atomic activities (referred to as the marking of the graph). The
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set Ex is the set of atomic activities that have been executed at least once during
the run. The set Re is the set of atomic activities that, if included, are required to be
executed at least one more time in the future as the result of a response constraint
(i.e. they are pending responses). Finally, the set /n denotes the currently included
activities. The set Ex thus may be regarded as a set of completed activities, the set
Re as the set of activities on the to-do list and the set In as the activities that are
currently relevant for the workflow.

Note that an activity may be completed once and still be on the to-do list, which
simply means that it must be executed (completed) again. This makes it very simple
to model the situation where an activity needs to be (re)considered as a response
to the execution of an activity. In the oncology example this is e.g. the case for the
response relation between the don't trust prescription(N) activity (representing that a
nurse reports that he/she doesn't trust the prescription) and the sign doctor activity.
The effect is that the doctor is asked to reconsider her signature on the prescription.
In doing that the doctor may or may not decide to change the prescription, i.e. execute
prescribe medicine again.

We indicate the marking graphically by adding a check mark to every atomic
activity that has been executed (ie. is included in the set Ex of the marking), an
exclamation mark to every atomic activity which, if included, is required to be executed
at least once more in the future (Le. is included in the set Re), and making a box
dashed if the activity is not included (t.e. is not included in the set In of the marking).
In Fig. 4.2 we have shown an example marking where prescribe medicine has been
executed. This has caused manage prescription and its sub activities edit and cancel
to be included, and sign doctor and give medicine to be required as responses, i.e the
two activities are included in the set Re of the marking (on the to-do list).

As described in the previous chapter (sec 3.3.2), an activity can be executed if it
is enabled. Sign doctor is enabled for execution in the example marking, since its
only condition (prescribe medicine) has been executed and it has no milestones. Give
medicine on the other hand is not enabled since it has the (nested) activity trust as
condition, which means that all sub activities of trust (sign nurse 1 and sign nurse 2)
must be executed hefore give medicine is enabled. Also, both give medicine and trust
are sub activities of administer medicine which further has sign doctor as condition
and milestone, and medicine preparation as milestone. The condition relation from
sign doctor means that the prescription must be signed before the medicine can be
administered. The milestone relations means that the medicine can not be given as
long as sign doctor or any of the sub activities of medicine preparation is on the to-do
list (i.e. in the set Re of pending responses).

With the informal introduction of Nested DCR Graphs using the healthcare work-
flow, now we will provide a formal definition of Nested DCR Graphs in the next
section.
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Figure 4.2: Oncology Workflow as a nested DCR Graph with runtime state

4.1.2 Nested DCR Graphs - Formal Semantics

Let us recall the formal definitions of DCR Graphs (sec 3.3.6) and distributed DCR Graphs(sec 3.3.0)
from the chapter 3. First we have defined DCR Graphs in definition 3.3.6 and then
the model is extended by adding roles and principals to further define distributed
DCR Graphs in definition 3.3.6. In the later versions of formalization of DCR Graphs,
we have further abstracted away from roles and principals and defined a more gen-
eral version of DCR Graphs, where labels of events were sets of triples consisting of
an action, a role and a principal.
Hence we first give a more general definition of a DCR Graph and then formally
define nested dynamic condition response graph as follows.

Definition 4.1.1. A Dynamic Condition Response Graph (DCR Graph) G is a tuple (E,

M, —e, @—, =0, =+ =%, L,(), where

(i) E is the set of events (or activities),
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(ii) M = (Ex, Re, In) € M(Q) is the marking, for M(G) =40 P(E) x P(E) x P(E),
(iii) —eC E x E is the condition relation,
(iv] #=C E x E is the response relation,
(v)] =»oC E x E is the milestone relation,

(vi) =+, =%C E x E is the dynamic include relation and exclude relation, satisfying
that Ve € E.e —+ Ne —%= 0,

(vii) L is the set of labels,
(viii) [ E — P(L) is a labeling function mapping events to sets of labels.

Note that, now each event is mapped to the set of labels (viii), which can consist
of name of the event and a role which defines who can execute that event. In our
implementation every event can be assigned any number of roles and every user of
the system can have multiple roles. A user can then execute an event if she has at
least one role that is assigned to the event.

Definition 4.1.2. A Nested Dynamic Condition Response Graphs (Nested DCR Graph)
G is a tuple (E, >, M, —e, 0—, =0, >+, —%, L, [), where

(i) (E,M, —e, 60—, =0, —+, =%, L, () is a DCR Graph,
(ii) > E = E is a partial function mapping an event to its super-event (if defined),

(iii) M € P(atoms(E)) x P(atoms(E)) x P(atoms(E)), where atoms(E) = E\{e € E |
Je’ € E. > (€/) = e} is the set of atomic events.

We write er> e if e’ = >K(e) for 0 < k and write e> e’ ifer>e’ ore =€, and e <l e’
if e’ > e or e = e’ We require that the resulting relation, > C E x E, referred to as
the nesting relation, is a well founded partial order. We also require that the nesting
relation is consistent with respect to dynamic inclusion/exclusion in the following
sense: If er> e’ or e’ > e then e >+ Ne’ —=%= 0.

We already introduced the graphical notation for Nested DCR Graphs by ex-
ample in the previous section. The complete formal specification of the example is
shown in the listing 4.1. Let us use abbreviations for the event names in the formal
specification of example: treatment (treat), manage prescription (man pres), medicine
preparation (med prep), administer medicine (adm med), trust (trust), edit (edit), cancel
(canc), prescribe medicine (pres med), sign doctor (sn doc), give medicine (gm), don't
trust prescription(N) (dt pres N), sign nurse 1 (sn N1), sign nurse 2 (sn N2), accept
prescription (acc pres), don't trust prescription(CP) (dt pres CP), make preparation (mk
prep), sign PA (sn PA), sign CP (sn CP), don't trust preparation(CP) (dt prep CP), don't
trust preparation(N) (dt prep N).
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Listing 4.1: Formal specification of Healthcare Workflow in Nested DCR Graphs.

A Nested DCR Graph G = (E,>,M, —e,e—, —¢, + L, 1) where

E = {treat, man pres, med prep, adm med, trust, edit, canc, pres med, sn doc, dt pres N,
gm,sn N1,sn N2, acc pres, dt pres CP, mk prep,sn PA,sn CP,dt prep CP, dt prep N}

> = {(man pres, treat), (med prep, treat), (adm med, treat), (trust, treat),
(pres med, treat), (sn doc, treat), (dt pres N, treat), (edit, man pres),
(canc, man pres), (acc pres, med prep), (dt pres CP, med prep),
(mk prep, med prep), (sn PA, med prep), (sn CP, med prep),
(dt prep CP, med prep), (dt prep N, med prep), (gm, adm med),
(trust,adm med), (sn N1, trust), (sn N2, trust)}

atoms(E) = {edit, canc, pres med, sn doc, dt pres N, gm,sn N1,sn N2, acc pres,
dt pres CP, mk prep,sn PA,sn CP,dt prep CP, dt prep N}

= (0,6, E \ {man pres, edit, canc})

—e= {(pres med, sn doc), (sn doc, med prep), (sn doc, adm med), (sn doc, dt pres N),
(acc pres, mk prep), (mk prep,sn PA), (sn PA,sn CP), (sn PA, dt prep CP),
(sn CP,dt prep N), (trust, gm)}

e—= {(edit, sn doc), (pres med, gm), (pres med, sn doc), (sn doc, acc pres),
(dt pres N, sn doc), (dt pres CP, sn doc), (acc pres, mk prep), (mk prep, sn PA),
(mk prep,sn CP), (dt prep CP,sn PA), (dt prep N,sn CP), (sn CP, trust)}

—o= {(sn doc, med prep), (sn doc, adm med), (acc pres, mk prep), (mk prep, sn PA),
(sn PA,sn CP), (med prep, adm med)}

—+= {(pres med, man pres)}
—%= {(pres med, pres med), (canc, treat)}

= {(edit, D), (canc, D), (pres med, D), (sn doc, D)} U
{(dt pres N, N), (gm, N), (dt prep N, N), (sn N1,N1), (sn N2, N2)} U
{(acc pres, CP), (dt pres CP, CP), (sn CP, CP), (dt prep CP,CP)} U
{(mk prep, PA), (sn PA, PA)}

= {(edit, (edit, D)), (canc, (canc, D)), (pres med, (pres med, D)), (sn doc, (sn doc, D))

(dt pres N, (dt pres N, N)), (gm, (gm, N)), (dt prep N, (dt prep N, N)), (sn N1,

(sn N1, (sn N1, N1)), (sn N2, (sn N2, N2)), (acc pres, (acc pres, CP)),

(dt pres CP, (dt pres CP, CP)), (sn CP, (sn CP, CP)), (dt prep CP, (dt prep CP, CP)),
(mk prep, (mk prep, PA)), (sn PA, (sn PA, PA))}

The events are all boxes, e.q. E = {treat, man pres, med prep, ...}, the nesting
relation captures the inclusion of boxes, e.g. I>(e) = adm med, if e € {gm, trust} and
>>(e) = trust, if e € {sn N1,sn N2} and so forth. The initial marking is the triple M =
(0,0, E\ {man pres, edit, canc}), meaning no events have been executed, no events are
initially required as responses and all events except the events {man pres, edit, canc}
are included. We take labels as pairs of action names and roles, i.e. the set of labels
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L includes e.g. the pairs (edit, D), (canc, D), (gm, N), and (sn PA, PA). Super events
with no role assigned such as med prep are assigned the empty set of labels.

To define the execution semantics for Nested DCR Craphs, we first define how to
flatten a nested graph to the simpler DCR Graph. Essentially, all relations to and/or
from nested events are extended to sub events, and then only the atomic events are
preserved.

Definition 4.1.3. For a Nested DCR Graph G = (E, >, M, —e, e—, —0, >+, =%, L, [)
define the underlying flat Dynamic Condition Response Graph as

b

Cb = (atoms(E), M, e’ eh ob P b | l)

where rel’ = >rel< for some relation rel € {—e, 8—, 50, >+, 5%}

It is easy to see from the definition that the underlying DCR Graph has at most
as many events as the nested graph and that the size of the relations may increase
by an order of n? where n is the number of atomic events.

The listing 4.2 shows the flattened DCR Graph for the healthcare workflow ob-
tatned by flattening the Nested DCR Graph (listing 4.1) according to the defini-
tion 4.1.3.

Listing 4.2: Flatten DCR Graph for Healthcare Workflow from listing 4.1.

The underlying flat DCR graph for nested graph G in the listing 4.1
CY = (atoms(E), M, —e" e—b —o? —4b % | 1) where

atoms(E), M, L, | are same as in listing 4.1

*).b

=—e U {(sn doc, acc pres), (sn doc, dt pres CP), (sn doc, mk prep), (sn doc, sn PA),
(sn doc,sn CP), (sn doc, dt prep CP), (sn doc, dt prep N), (sn doc, gm),
(sn doc,sn N1), (sn doc, sn N2), (sn N1,gm), (sn N2, gm)}
\{(sn doc, med prep), (sn doc, adm med), (trust, gm)}

e—" — (e— U{(sn CP,sn N1),(sn CP,sn N1)} )\ {(sn CP,trust)}

—o” = (=0 U{{sn doc} x {acc pres, dt pres CP, mk prep,sn PA,sn CP,dt prep CP,

dt prep N}} U {{sn doc} x {gm,sn N1,sn N2} } U {{acc pres, dt pres CP,
mk prep,sn PA,sn CP,dt prep CP,dt prep N} x {gm,sn N1,sn NQ}})
\{(sn doc, med prep), (sn doc, adm med), (med prep, adm med)}

—+" = ( >+ U{(pres med, edit), (pres med, canc)}) \ {(pres med, man pres)}

—%" = (=% U{{canc} x atoms(E)}) \ {(canc, treat)}

Before defining when an event is enabled in a Nested Dynamic Condition Re-
sponse Craphs, let us recall the definition of an enabled event in a DCR Graph from
definition 3.3.7. It says that an event e of a DCR Craph is enabled when it is included
in current marking (e & In), all the included events that are conditions for it are in the
set of executed events (ie. (InN —ee) C Ex) and none of the included events that are
milestones for it are in the set of pending response events (i.e. (InN —oe) C E\Re).
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Further, also recall the definition 3.3.8 from the previous chapter, which defines
the change of the marking in @ DCR Graph when an enabled event is executed: First
the event is added to the set of executed events and removed from the set of pending
responses. Then all events that are a response to the event are added to the set
of pending responses. Note that if an event is a response to itself, it will remain in
the set of pending responses after execution. Similarly, the included events set will
updated by adding all the events that are included by the event and by removing all
the events that are excluded by the event.

We now define the semantics for Nested DCR Graph by using the corresponding
flat graph about when an event is enabled and the result of executing an event in a
Nested DCR Graph in the definition 4.1.4.

Definition 4.1.4. fFor a Nested Dynamic Condition Response Graphs G = (E, >, M, —e
,0—, =0, —»+, —%, L, [), where M = (Ex, Re, In) we define that e € atoms(E) is en-
abled, written M = e, if M =y e. Similarly, the result of executing M @¢ e same as
executing the event in flattened graph and it is defined as: M&cve = (Ex, Re, In)&@ g e.

As an example, in the intial marking M = (0,0, E \ {man pres, edit, canc}) we
have that G F pres med, i.e. the event prescribe medicine is enabled. After execut-
ing pres med the new marking M" = M @¢ pres med = ({pres med}, {sn doc, gm},
E\{pres med}). That is, pres med is added to the set of executed events, and sn doc
and gm are added to the set of pending responses, because pres med e— sn doc
and pres med e— gm. The event pres med is removed from the set of included
events because pres med —% pres med. The events {man pres, edit, canc} are included
since pres med —+ man pres, and the inclusion relation is 'flattened" to include also
pres med —+ edit and pres med —+ canc.

From the definition of enabling and execution above we can construct a labelled
transition semantics for a nested DCR Graphs, with acceptance conditions for finite
and infinite computations.

Definition 4.1.5. For a nested dynamic condition response graph G = (E, >, M, —e
, 80—, —o, >+, =%, L, [) we define the corresponding labelled transition system TS(G)
to be the tuple

(M(G), M, Lt5(G), =)

where L5(G) = atoms(E) x L is the set of labels of the transition system, M is the
initial marking, and —C M(G) x L(G) x M(G) is the transition relation defined by

VELENY @ e fMEw e and a € ((e).

We define a run ag, aq, ... of the transition system to be a sequence of labels of

. (ei,aq)
a sequence of transitions M ——

M1 starting from the initial marking. We define
a run to be accepting (or completed) if for the underlying sequence of transitions
it holds that Vi > 0,e € In;NRe;.3j > i(le = e; Ve & Injyq)). In words, a run
is accepting/completed if no required response event is continuously included and

pending without it happens or become excluded.
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4.1.3 Case Study: Case Management Example In Nested DCR Graphs

In this section we demonstrate how we have applied DCR Graphs in practice within a
project that our industrial partner Exformatics carried out for one of their customers.
In the process, we have applied DCR Graphs in meetings with Exformatics and the
customer to capture the requirements in a declarative way, accompanying the usual
UML sequence diagrams and prototype mock-ups. Sequence diagrams typically only
describe examples of runs, and even if they are extended with loops and conditional
flows they do not capture the constraints explicitly.

The customer of the system is Landsorganisationen i Danmark (LO), which is the
overarching organization for most of the trade unions in Denmark. Their counterpart
is Dansk Arbejdsgiverforening (DA), which is an overarching organization for most of
the Danish employers organizations.

At the top level, the workflow to be supported is that a case worker at the trade
union must be able to create a case, e.g. triggered by a complaint by a member of the
trade union against her employer. This must be followed up by a meeting arranged
by LO and subsequently held between case workers at the trade union, LO and DA.
After being created, the case can at any time be managed, e.g. adding or retrieving
documents, by case workers at any of the organizations.

Fig. 43 shows the graphical representation of a simple DCR Graph capturing
these top level requirements of our case study.

5 % u U, LO,DA
Create case M:::EE
[Lo] [Lo]
Arrange Hold
meeting » ’ meeting

Figure 4.3: Top level requirements of case management as a DCR Craph

Four top-level events were identified, shown as boxes in the graph labelled Create
case, Manage case, Arrange meeting and Hold meeting.
For the top-level events we identified the following requirements:

1. A case is created by a union case worker, and only once.
2. The case can be managed at the union, LO and DA after it has been created.

3. After a case is created, LO can and must arrange a meeting between the union
case worker, the LO case worker and the DA case worker.

4. After a meeting is arranged it must be held (organized by LO).
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The requirements translate to the following DCR Graph role assignments (shown

as 'ears’ on the event boxes) and relations shown as different types of arrows between
the events in Fig. 4.3:

Create case has assigned role U and excludes itself.

Create case is a condition for Manage case, which has assigned role U, LO and

DA.

Create case has Arrange meeting as response, which has assigned role LO.

Arrange meeting has Create case as a condition and Hold meeting as response,
which has assigned role LO.

For example, the U on Create case indicates that only a case worker at the trade

union (U) can create a case, and the U, LO, DA on Manage case indicate that both
the trade union, LO and DA can manage the case.

The arrow Create case—eManage case denotes that Manage case has Create case

as a (pre) condition. This simply means that Create case must have happened before
Manage case can happen. Dually, Arrange meeting has Hold meeting as response,
denoted by the arrow Arrange meetinge—Hold meeting This means that Hold meeting

must eventually happen after Arrange meeting happens. Finally, the arrow Create
case —%Create case denotes that the event Create case excludes itself.

In the subsequent meetings, we came to the following additional requirements:

3.

(a)

(a)

(b)

To create a case, the case worker should enter meta-data on the case,
inform about when he/she is available for participating in a meeting and
then submit the case.

When a case is submitted it may get a local id at the union, but it should
also subsequently be assigned a case id in LO.

When a case is submitted, LO should eventually propose dates.

Only after LO has assigned its case id it is possible to manage the case
and for LO to propose dates.

Manage case consists of three possible activities (in any order): editing
case meta data, upload documents and download documents. All activities
can be performed by LO and DA. Upload and download documents can
also be performed by the Union.

The meeting should be arranged in agreement between LO and DA: LO
should always propose dates first - and then DA should accept, but can
also propose new dates. If DA proposes new dates LO should accept, but
can also again propose new dates. This could in principle go on forever.

The union can always update information about when they are available
and edit the metadata of the case.
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4. (a) No meeting can be held while LO and DA are negotiating on a meeting
date. Once a date has been agreed upon a meeting should eventually be
held.

These requirements led to the extension of the model allowing nested events as
formalized in the previous section (sec 4.1.2).

The requirements could then be described by first adding the following additional
events to the graph: A new super event Edit (E) which has the sub events: Metadata
(E-M) and Dates available (E-D) and is itself a sub event to Create case (CC). The
Create case (CC) event has two sub events: Cc (SC) and Assign case Id (ACI). The
Manage case (MC) event has two sub events: Edit metadata (EM) and Document (D),
which in turn has two sub events: Upload (D-U) and Download (D-D). The Arrange
meeting (AM) event has four sub events: Propose dates-LO (PLO), Propose dates-DA
(PDA), Accept LO (ALO) and Accept DA (ADA). The Hold meeting (HM) event remains
an atomic top-level event.

Subsequently, the relations was adapted to the following (Nested) DCR Graph
relations, as shown in Fig 4.4:

Create case Manage case U, LO.0A
IT Document
Edit [Lo.pa
Upload

Metadata Edit e

metadata

T
Dates
avallable Download

T

Arrange meeting
_ T 9y LO
1
! “3 3| ol mesting

Propose
dates-LO

Accept Propose
DA 1 dates-DA

Figure 4.4: Case Handling Process

1. Edit is a condition to Cc and is assigned role U.

2. Within the Create case superevent:
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(a) Cc is a condition to Assign case Id and also requires it as a response.

(b) Assign case Id is a condition for Manage case (and therefore also all it's
sub events).

(c) Assign case Id is now the condition for Propose dates-LO and Cc requires
it as a response.

3. Within the Arrange meeting superevent:

(a) Arrange meeting still has Hold meeting as response, but is now also re-
quired as a milestone for Hold meeting

Propose dates-LO is a condition for Propose dates-DA

Propose dates-LO includes Accept DA and requires it as a response

)
)
) Propose dates-DA includes Accept LO and requires it as a response
) Accept LO excludes itself and Accept DA

)

Accept DA excludes itself and Accept LO
4. Within the Manage case superevent:

(a) Edit metadata has roles LO and DA assigned to it.

(b) Upload and Download have been grouped under a superevent Document
with roles U, LO and DA assigned to it.

(c) Upload is a condition for Download.

In Fig. 4.5,4.6, 4.7, we have illustrated how the execution state of the case-handling
process may be visualized using the runtime notation of the DCR Graphs.

The graph in the figure. 4.5 shows the state after a run where the union started
by creating a case: they edited meta-data, indicated the dates they were available
and submitted. When LO received the case they assigned their own case ID to it.
Some time later LO proposed possible dates for a meeting to DA. DA did not agree
with these dates and responded by proposing some of their own. In the graph both
Accept LO and Accept DA are included and have a pending response because both
LO and DA have proposed dates. Because of these pending responses Hold meeting
is disabled. Because no files have been uploaded to the document yet, Download is
also disabled.

The graph in the figure. 4.6 shows the runtime state after the union has uploaded
an agenda for the meetings. Note that, since the union has uploaded a file to the
case, Download is now enabled. But at the same time, Accept LO and Accept DA
still remain the same as the previous graph, as the proposed dates have not been
accepted yet by either LO or DA.

Figure 4.7 shows the graph representing the state after LO has accepted one of
the dates proposed by DA. Note that both Accept LO and Accept DA are excluded
due to the mutual exclude relation between them. Even though there is a pending
response on Accept DA, it is not considered relevant as it is excluded and Hold meeting
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Figure 45: Case Handling Process Runtime

has become pending because of the response relation. Continuing by executing Hold
meeting as LO will cause the graph to reach an accepting state, as there will be no
included pending responses.

4.2 Nested DCR Graphs with Sub Processes

In this section, we will introduce an important extension to Nested Dynamic Con-
dition Response Graphs, by name subprocesses to model the replicated behavior in
processes.

4.2.1 Formal definition of Nested DCR Graphs with sub processes

First we define a Nested Dynamic Condition Response Graphs with subprocess for-
mally as follows.
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Create case Manage case U, LO.0A
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Figure 4.6: Case Handling Process Runtime After Upload Document

Definition 4.2.1. A Nested Dynamic Condition Response Graphs with Subprocess is
a tuple G = (E, >, Sub, M, —e, e—, -0, —+, =%, L, (), where

(i) Sub : E — {0,1} is a function defining subprocess events that can spawn
multiple instances. An event e is subprocess event if Sub(e) = 1.

(ii) (E,>,M, —e, 08—, —0, —+, =%, L, () is a nested DCR Graph with only one re-
striction that e e— ¢/ = e € Scope(e’) where
Scopele’) = {e” |Fi>1." () =l(e”]} if Sub(K(e')) =1 for k > 1

E otherwise

With the addition of subprocess events, we impose a restriction on response
relation in a DCR Graph, as an instance of a sub process event is created by executing
an event which has a response relation to it. The item (ii) says that, response relation
to an event whose ancestor/parent is a subprocess event (Sub(>*(e’)) = 1 for k > 1),
will only be allowed from the descendants of it's parent i.e self/siblings or descendants
of them.

In order to explain the semantics of subprocesses in a better way, we will use
a revised version of prescribe medicine example shown in the figure 48. The ex-
ample contains a prescribe event modeling prescription of medicine by the doctor
and a nested subprocess event administer medicine, which contains sign(signing
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Figure 4.7: Case Handling Process Runtime After Accept Dates

a prescription by doctor), remove (canceling a prescription by doctor), give (giving
medicine to patient by nurse) and don't trust(prescription not trusted by the nurse).
The basic idea is that the doctor can prescribe any number of prescriptions and each
prescription will be administered individually.

Graphically in DCR Graphs, subprocesses will be represented by marking the
events with three parallel lines at the bottom (similar to the BPMN representation
of multi-instance subprocess activities). Any event either an atomic event or nesting
event (an event nested events) can be marked as a sub process event, but only sub
process events that are required as responses can be instantiated to spawn new
instances, as defined formally in the def 4.2.4. As shown in the example whenever the
doctor prescribes a medicine a new instance of sub process administer medicine will
be added to the process. The formal specification of the prescribe medicine example
in Nested DCR Graph with subprocesses is given in the listing 4.3.

Listing 4.3: Formal specification of prescribe medicine example in
Nested DCR Graphs with subprocesses.

A Nested DCR Graph with subprocesses G = (E, >, Sub, M, —e, e—, —0, >+, —»%,L,l) where

E = {prescribe, administer medicine, sign, remove, give, don't trust}
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Sub = {(administer medicine, 1), (sign, 0), (remove, 0), (give, 0), (don't trust, 0)}
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administer medicine
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Figure 4.8: Prescribe medicine example with subprocesses

{(sign, administer medicine), (remove, administer medicine),

(give, administer medicine), (don't trust, administer medicine)}

= (0. {sign}, E)

—e=

{(sign, don't trust)}

e—= {(prescribe, administer medicine), (don't trust, sign)}

—O=

{(sign, give)}

—+= {(sign, give), (don't trust, remove)}

%

L =

= {(prescribe, (prescribe, D)), (sign, (sign, D)), (remove, ((remove, D)), (give, (give, N))

(give, administer medicine)}

{(sign, remove), (remove, administer medicine), (don't trust, give),

{(prescribe, D), (sign, D), (remove, D), (give, N), (don't trust, N)}

(don't trust, (don't trust, N))}
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4.2.2 Flattening of Nested DCR Graph with sub processes

To define the execution semantics for Nested Dynamic Condition Response Graphs
with sub processes, we first define how to flatten a nested graph to the simpler
DCR Graph with subprocesses. We define the level of nesting as level(e) = k if
>(e) is defined and >k*1(e) is undefined.

Definition 4.2.2. For a Nested DCR Graph with sub processes G = (E, >, Sub, M, —e
, 80—, =0, >+, =%, L, (), define the underlying flat DCR Graph with subprocesses as

b

CY = (atoms(E), Sy, M, —e°, e—P —sob b ob | )

where

1. Sn + E = N is a function mapping events to their subprocess nesting level as

such that Sn(e) = S Sub(>f(e))
0<k<level(e)

2 b= > — < for some relation — € {—e, 50, 0, >4, 5%}

In the flatten graph, we introduced a function Sy : E — N° to keep track of the
subprocess nesting level, which will be 0 for non-subprocess events and for others,
it will be a summation of all subprocess flags till its top level parent event. Further,
all the relations from and to the nested events will be expanded to include their
descendant atomic events in the flattened graph (2).

N Index
Condition Mot Enabled @'
Milestone —#=< | Executed o

Hesponse @#— |Pending Hespunseo
Include ——m + |Included —_—
Exclude ——p %] Excluded —_—

Figure 4.9: Flattened prescribe medicine example
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The flattened DCR Graph is shown in the figure 49. On can see that all the
relations are to the nested event are expanded to their children and also sub pro-
cess nesting level is marked adjacent to the events. All the events whose subprocess
nesting level greater than 0 are sub process events which can spawn new instances.
Further listing 4.4 shows specification of flat underlying DCR Graph for the pre-
scribe medicine Nested DCR Graph with sub processes given in the listing 4.3 that
is flattened according to the def 422,

Listing 4.4: Flattened DCR graph for prescribe medicine example
Nested graph from listing 43 G = (E, >, Sub, M, —e, e—, -0, —+, =%, L, )

Underlying Flat DCR graph Gd = (atoms(E), Sy, M, e el b b —>%b, L, 1)
where

atoms(E) = E \ {administer medicine}
Sn = {(prescribe, 0), (sign, 1), (remove, 1), (give, 1), (don't trust, 1)}

M = (@, {sign}, E)

b

—e’ =—e

o—P —e— U{(prescribe, sign), (prescribe, remove), (prescribe, give),
(prescribe, don't trust)} \ {(prescribe, administer medicine)}

—ob =0

ot =g

% =—% U {(remove, sign), (remove, remove), (remove, give), (remove, don't trust),
(give, sign), (give, remove), (give, give), (give, don't trust)}
\ {(remove, administer medicine), (give, administer medicine)}

4.2.3 Execution Sematics of DCR Graphs with Subprocesses

In this section, we go further and formalize in Def. 4.2.3, that an event e of a (flat)
DCR Graph (with sub processes) is enabled when it's subprocess Index is 0, all its
included condition events are executed, and none of milestones events are pending
responses.
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Definition 4.2.3. For a (flat) DCR Graph with sub processes G = (E, Sy, M, —e, 0—
, >0, >+, =%, L, (), and M = (Ex, Re, In) we define that an event e € E is enabled,
written M Fq e, if Sy(e) =0A e € In A (Inn —ee C Ex) A (InN —oe C E\Re).

Now we will define execution semantics of an enabled event and describe the
changes that will be made to a DCR Graph with sub processes.

Definition 4.2.4. For a DCR Graph with sub processes G = (E, Sy, M, —e, e—, —0¢
, =+, 2%, L, ), where M = (Ex, Re, In) the result of executing e is G @ e = G’ where
G = (B, S\ M, —e' 0", =0/, >+, =%, L, ') is a DCR Graph with sub processes
such that

(i) E' = E U {fresh(e’) | e e e’ A Sn(e’) > 0}

Sn(e’) =1 if ey = fresh(e’)
Sn(er) ifei € E

(i) Si(e1) = {

| le') if ey =fresh(e’)
(i) [(e”_{ ller) ifer€E

([\/) é1 —/ e if

(a) e1 — e
(b) or e; = fresh(e]) for i € {1,2} N} — €}
(c) or e; = fresh(e}) A ej — e
where € {—e, 0—, >0, >+, 5%}
(d) or e; = fresh(e)) N er — €’
where —€ {—e, -0}

(v) M = (Ex,Re, In) @ e =ger (ExU {e},Re’, In) where

(a) Re’' = (Re\ {e})U {e’ | ¢/ cee— ASn(e’) = 0} U{fresh(e’) € E'\E | (¢’ €
Re)}
(b) In" = (InU e —+) U {fresh(e’) € E'\ E | (¢/ € In)}\ e—%

Def. 4.2.4 defines the changes to DCR Graph with sub processes when an enabled
event is executed. The sub process events are instantiated to spawn new instances
when they are responses to the executed event e.

First a new instance will be created for each subprocess event which is response
to event e and update them to the events (E) set (i). Further, we use a temporary
set (fresh) (which is initially empty for each event execution), to keep track of newly
created events, as relations to the subprocess events are copied to the newly created
instances with some restrictions. The subprocess nesting index (Sy) of newly created
event will be one less than that of its subprocess event as stated in (ii). Finally, the
set of labels (L) will remain the same, but the labelling function (1) will be updated by
adding mapping of the new instances of subprocess events with the labels of parent
subprocess events as shown in (iii).
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The second step involves coping of relations from subprocess events to their newly
created instances. All the relations in between the subprocess events that both are
instantiated as part of event execution e, will be copied to their instances (ivb).
Similarly all the relations from a subprocess events pointing to atomic events are
copied from the new instances to the respective atomic events (ivc). But only condition
and milestone relations pointing from atomic events to subprocess events are copied
to the newly created instances of sub process events (ivd).

Finally, the marking will be updated by adding the executed event to the Ex set.
The included events set (In) will be updated by including/excluding all the events
that are included/excluded by the executing event e and all the new instances are
also added, if their parent subprocess event is included (vb). Updates to the pending
responses set (Re) are liftle bit different, as subprocess events are instantiated by
a response relation. First of all, the executed event (e) will be taken out of the
Re set and then all the atomic events which are responses to e are added. But in
order to propagate required as a response from subprocess events to their instances,
only those new instances whose parent subprocess event carries a initial pending
response (Sny(e’) > 0 A e’ €ee— ARe) will be added to Re set.

Lets us use the prescribe medicine example again to explain the execution seman-
tics of DCR Graph with subprocesses. The figure 4.10 shows the prescribe medicine
example after the execution of prescribe event. When the prescribe event gets exe-
cuted, an instance of all the subprocess events which are responses for prescribe will
be created, added to set of events and respective relations are copied to the newly
created instances as defined in the def 4.2.4. The formal specification of prescribe
medicine example after the execution of prescribe event is given in the listing 4.5.

Listing 4.5: Prescribe medicine example after execution of prescribe

The result of executing event prescribe is G @ prescribe = G’ where
G =(E,SvM, —e, 0, =0, >+, =%, L, 1) = G from listing 4.4

G = (B, S, M, =0’ 0", =50/, >+, —%', L, 1)

Let's say fresh(sign) = sign[1], fresh(remove) = remove[1] fresh(give) = give[1] and
fresh(don’t trust) = don't trust[1].

E’ = E U {sign[1], removel[1], give[1], don't trust[1]}

SN’ = Sn U {(sign[1],0), (remove|1], 0), (give[1], 0), (don't trust[1], 0)}

M’ — ({prescribe}, {sign, signl 1]}, E')

—eo'=—e U {(sign[1], don’t trust[1])}

o— ' —e— U {(don't trust[1] sign[1)}} (we copy only responses from subprocess events)
—o =—0 U {(sign[1], give[1))}

—+ " =—+ U {(sign[1], give[1)), (don't trust[1], remove[1])}
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Figure 4.10: Prescribe medicine example with an instance of subprocess

—% " =—% U {(sign[1], remove[1]), (remove[1], sign[1]), (remove[1], remove[1]),
(removel[1], give[1]), (remove[1], don't trust[1]), (don't trust[1], give[1]),
(give[1], sign[1]), (give[1], remove[1]), (give[1], give[1]), (give[1], don't trust[1])}

" = LU {(prescribe[1], (prescribe, D)), (sign[1], (sign, D)), (remove,
((remove, D)), (give[1], (give, N)), (don't trust[1], (don't trust, N))}

Definition 4.2.5. For a Nested DCR Graph with sub processes G = (E, >, Sub, M, —e
, 80—, —0, >+, =%, |, [) with M = (Ex, Re, In) we define that e € atoms(E) is enabled,
written M + e, if the underlying flat DCR Graph with with sub processes M I e.
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Similarly, the result of executing event e, written as M @ ge is same as M & che.

4.3 DCR Graphs with Data

In this section we will introduce an another extension to the (Nested) DCR Graphs,
data. Here we consider a global data store as a set of variables that are shared
among the events of a DCR graph. The variables that can be read and/or assigned
by an event are explicitly defined in the model. We propose a simple model where
we allow integer as data types for the variables, as other primitive data types can
be easily encoded as integers.

The motivation for the extension of data also originated from the PhD candidate’s
visit to IBM Research, New York as part of stay abroad, to study the relation between
DCR Graphs and IBM Research’s declarative process model Business Artifacts with
Guard-Stage-Milestone (GSM Model) life cycles [Hull et al. 2011al.

Definition 4.3.1. We define integer expressions as,
texp == Z | intvar | texp intop iexp
where intop € {+, —, x,%}
Definition 4.3.2. A Boolean expression is defined as
bexp =T | L | iexp OP iexp
where OP € {=, <, >}, T is true and L is false.

In this extension to DCR Graphs, we add basic support for data as a global of
shared integer variables and the variables are modified and read by the events.
Further we also introduce notion of Boolean expressions built over the values of
variables confirming to syntax mention in the Def. 4.3.2. We also propose the notion
of guards (similar to GSM model, but the semantics are not exactly same) mapped over
the set of Boolean expressions which act as conditions on the events and relations.

Formally we first define a DCR Graph extended with data as follows and in the
next section we will also extend Nested DCR Graphs with data .

Definition 4.3.3. A Dynamic Condition Response Graph with Data is a tuple G =
(E.M,V, Bexp, —e, e—, —0, >+, =%, L, [, guard, ar, read, assign) where

(i) E is the set of events, ranged over by e,

(i) M = (Ex,Re, In, 0) € M(G) is the marking containing a set of executed events
(Ex), a set of pending responses (Re), a set of currently included events (In)
and current valuation of variables (o : V — Int). The markings set M(G) =gef
P(E) x P(E) x P(E) x Int¥ is a set of all markings where Int" is the set of all
valuations of variables V.
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(iii) V is the set of integer variables that represents a global data store and ranged
over by v

(iv) Bexp is a set of Boolean expressions ranged over by bexp,

(v) —eC E x E is the condition relation

(vi) =oC E x E is the milestone relation

(vii) e#—C E x Bexp x E is a guarded response relation,
(viii) -+C E x Bexp x E is a guarded include relation,

(ix) ->%C E x Bexp x E is a guarded exclude relation,

(x) L is the set of labels

(xi) L E = P(L) is a labeling function mapping events to sets of labels.
(xii) guard : E — Bexp is a function mapping events to Boolean expressions.

(xiii) ar = E — N is the arity of events indicating the number of input variables for
an event.

(xiv) read : E — Py (V) is a function specifying the variables that an event can read.

(xv) assign : E — (V —y,, lexp) is a function indicating which variables can an
event modify, such that assign(e) =< vj = exy, .., vy = ex, > where exy, .., ex,
are integer expressions. Further the variables that are part of an expression
Var(ex;) Cread(e)U{$; |0 < j<ar(e)}.

An event labelled with an action represents an execution of a (human or auto-
mated) task/activity/action in the workflow process and each event can be mapped
to more than one label. The marking M (ii) defines the runtime state of DCR Graph
and consists of a set capturing which events have previously been executed (EX),
which events are pending responses (Re), which events are currently included (In)
and finally current valuation of variables (o : V — Int) in the global data store (V).

Further, (iv) defines a set of well-formed Boolean expressions formed according to
syntax defined in Def 4.3.2. Note that a Boolean expression can refer to the values of
the data variables (for example v4 > 5) and they are always evaluated in the context
of current marking.

Further, the condition (v) and milestone (vi) relations are same as normal DCR Graph,
but the response, include and exclude relations (vit - ix) are now guarded with
Boolean expressions (which can refer to data variables) attached to them. In case
of guarded relations, the relations will have additional constraint saying that the

Boolean expression must be true, in order for the relation take an effect. For exam-

. . bexp
ple, if two events e, e’ are related by a guarded response relation (ee—— ¢’), when
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the event e get executed the event ¢’ will be added to set of responses (Re) only if
the bexp is true. Finally, guard is a function mapping events to Boolean expressions
as shown in (xit).

Further, (xiii) defines arity of events which specifies the number of input variables
that an event can have and for auto events the arity is 0, as auto events can not have
any input variables. Similarly read (xiv) is a function mapping events to finite set
of variables that an event can read values of variables. Moreover assign (xv), is a
function mapping events to expressions for assigning values to variables and we also
specify that variables of an expression should be either part of variables that an event
can read or input, to make sure in any case an event can not assign a value to a
variable, for which neither the event does have read mapping or part of it's input
variables.

4.3.1 Nested DCR Graphs with Data

Now, we will go further and give the formal definition of a Nested Dynamic Condition
Response Graph with Data as follows,

Definition 4.3.4. A Nested Dynamic Condition Response Graph with Data is a tuple
CG=(E > MYV, Bexp, —e, e, —0, —»+, =%, L, [, quard, ar, read, assign), where

(i) (E, M, 'V, Bexp, —e, e—, —0, —+, =%, L, [, quard, ar, read, assign) is a Dynamic
Condition Response Graph with Data and

(ii) > E = E is a partial function mapping an event to its super-event (if defined),
and

(iii) M € P(atoms(E)) x P(atoms(E)) x P(atoms(E)) x Int", where atoms(E) = E\{e €
E|3e’ € E. > (€/) = e} is the set of atomic events.

(iv) Es C atoms(E)

We write e> e’ if e’ = >K(e) for 0 < k and write e> e’ ifer>e’ ore = e, and e l e’
if e’ >e or e =¢e'. We require that the resulting relation, > C E x E, referred to as
the nesting relation, is a well founded partial order. We also require that the nesting
relation is consistent with respect to dynamic inclusion/exclusion in the following
sense: If er> e’ or e’ > e then e >+ Ne’ —=%= 0.

To define the execution semantics for a Nested Dynamic Condition Response
Graph with Data, we first define how to flatten a nested graph to DCR Graph with Data
in def 435. Essentially, all relations to and/or from nested events are extended to
sub events, and then only the atomic events are preserved. Further, we define the
level of nesting as level(e) = k if >¥(e) is defined and >F*"(e) is undefined.

Definition 4.3.5. fFor a Nested Dynamic Condition Response Graph with Data G = (E,
>, M, V, Bexp, —e, e—, —0, —+, =%, L, [ quard, ar, read, assign), we define the
underlying flat DCR Graph with Data as

QP = (atoms(E), M, V, Bexp, —>ob, o—>|7, —><>b, —>+b, —>%b, L, ar, guardb, readb, asstgnb)
where



116 Chapter 4. Dynamic Condition Response Graphs - Extensions

(i) rel’ = >rel< for some relation rel € {—e, e—, -0, >+, >%}
.. ) _ k
(ii) guard’(e) = Aocicevere Uard(=* )

(i) fun® = fun\ {(e, fun(e)) | e’ € E. > (¢) = e} U {(e, fun(ey)) | 0 < i <
k A>K(e;) = e} for fun € {read, assign}.

In flattening a nested DCR Graph with data into a DCR Graph with data, all
the relations from the super events will be propagated to their decedent events as
shown in (i), like in case of nested DCR Graphs (4.1.3). Similarly, Boolean expressions
of super events are also propagated to their decedents and therefore a Boolean
expression of a nested event (or atomic event) will be in conjunction of all such
expressions inherited from its super event (ii). Furthermore, assign and read function
mappings for super events are expanded to their decedents as shown in (iii).

We now define when an event e is enabled in DCR Graph with data in def 4.3.6.
An event e is enabled if it is included in current marking (e € In), all its condition
events are executed (—e (e) € Ex), all its milestone events are not in set of pending
responses (—< (e) € E\ Re) and the Boolean expression assigned to the event should
be true when evaluated in the context of current marking ([guard(e)|jm).

Definition 4.3.6. For a Dynamic Condition Response Graph with Data G = (E, M, V,
Bexp, —e, e—, —o, —»+, =%, L, [, quard, ar, read, assign), and M = (Ex, Re, In, g) we
define that an event e € E is enabled, written M k¢ e, if

(i) e €ln
(ii) —e (e) € Ex
(iii) —o (e) € E\ Re
(iv) [[guard(e)]|m
We will now define the changes to marking when an enabled event is executed.

Definition 4.3.7. For a Dynamic Condition Response Graph with Data with data
G = (E, M, V, Bexp, —e, e—, =0, —+, =%, L, [, guard, ar, read, assign) with a
marking M = (Ex, Re, In, o) and an enabled event M F-¢ e , the result of executing e
is M@ e = M where the updated marking M' = (Ex’, Re’, In’, update(a, assign(e)))
such that,

(i) EX' = ExU{e}
(i) Re"=Re\ {e} U {e’ | e e (bexp, ') A[bexp]m}
(iii) In" = (InU {e’ | e >+ (bexp, &) A[bexp]m}) \ {e" | e =% (bexp, €') A [[bexp]m}

(iv) update(o, assign(e)) : V — Int is a function updating data store such that
o/(v) = { a(v) if v & dom(assign(e))
[assign(e)(v)]
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Def. 4.3.7 above then defines the change of the marking when an enabled event is
executed: First the event is added to the set of executed events (i). Further the set of
pending responses (Re) will be updated by removing the event e and adding all the
events which are responses for event e with guard (Boolean expression) associated
with response relation evaluated to true (ii). Similarly the set of included events is
updated by adding/removing events which are included/excluded by event e with the
guard (Boolean expression) associated with relation is evaluated to true (ii). Finally,
the current valuation of variable (o) will be updated with new data values assigned
by the event e (iv).

Definition 4.3.8. For a Nested Dynamic Condition Response Graph with Data G =
(E, >, M, V, Bexp, —e, e—, —0, —»+, =%, |, [, guard, ar, read, assign), where
M = (Ex,Re, In, o) we define that e € atoms(E) is enabled, written M k¢ e, if the
underlying flat DCR Graph with data M v e. Similarly, the result of executing
event e, written as M @¢ e is same as M @ che.

4.3.2 Healthcare Example in DCR Graphs with Data

In this section, we will use our running example prescribe medicine to explain the
semantics of DCR Graphs with data.

Condition Relation
Response Relation &——»
Milestone Relation ——

Include Relation —_— +
Exclude Relation ——® %
assign variables  assign{,}
read vanables read{,}

guard @ (W)

prescribe *—

madiclrne

read{pres}

read{pres, trustP}
assign{pres} ”'l

assign{trustP =1}

don't trust

read{pres, trustP}
read{pres} assign{trustP = 0}

@ (trustP=1) m

give medicine

Figure 411: Prescribe medicine example in DCR Graphs with data.

Figure 411 shows prescribe medicine example modeled using DCR Graphs with
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data, where we have the same four events prescribe medicine, sign, give medicine
and don't trust and they mean same as what we have discussed in the Sec. 3.4. Now
we have variables from a shared data store and the variables that can be read by
an event are marked under the events with a function read, which maps each event
to set of variables. For example the variable pres meant for storing the values of
prescription and we can notice that all the events in example have access to read
the variable pres, where as only prescribe medicine event can assign a value for the
pres variable, since the event has the mapping for the variable in the assign function.
Further, the arity (ar) of prescribe medicine event is 1 (not shown in the figure), which
indicates that the event has one input field, whose value will be assigned to variable
pres. The mapping between the input fields and variables are defined in the assign

function (Def. 4.3.3-xv).

Similarly, trustP (meaning trust prescription) is a variable that can assigned a
value by sign and don't trust events. When the sign event gets executed, it assigns a
value 1 to the trustP variable. In this case, we have a predefined assignment meaning
that whenever sign event gets executed, it will always assign 1 to trustP. Furthermore
the sign event always uses predefined assignment, hence there will no input field,
which means the arity of sign event is 0. As explained before, Boolean expressions
(Bexp) can be defined over the values of variables and one such expression is trustP
= 1, which is defined as guard for the event give medicine with a syntax @(trustP
= 1). The guards for events and relations are always evaluated in the context of
the current marking, and the marking in DCR Graphs with data now includes the
valuation set of variables in addition to the standard three sets.

Let's consider an execution <prescribe medicine, sign, don't trust > where the
doctor has prescribed a medicine (by assigning some value to pres) and executed the
sign event, (which automatically assigns a value 1 to trustP variable). Further when
the nurse executes don't trust event, the trustP will be assigned to value 0, making
the guard @(trustP = 1) evaluates to false. In that context, the event give medicine
will not be enabled because of it's guard @(trustP = 1) evaluates to false. Later
the doctor may choose to assign a new value for pres and then execute sign or else
he may simply choose to re-execute the sign event, making the value of trustP to 1,
which will make the event give medicine enabled.

One may observe in the Def. 43.3 that only response (e—), include (—+) and
exclude (—%) are defined as guarded relations, but condition (—e) and milestone (—¢)
relations do not have any guards, as they are blocking relations. In this figure 4.11,
we have not shown any guards on the relations, therefore all the guarded relations
will have a guard mapped to true (T). In case if there are guards on the relations,
then the guards will be evaluated in the current marking before updating the marking
for the guarded relation and in case if the guard evaluated to false, then no updates
will be applied to the marking for that relation.
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4.4  Summary

In this chapter, we have given a conservative extension of DCR Graphs to allow for
nested sub-graphs motivated from guided by a case study carried out jointly with our
industrial partner in the section 4.1. Later, in section 4.2 we have introduced another
important extension multi instance sub processes to model replicated behavior in
DCR Graphs. Finally, in the section 4.3, we have added support for data to the
DCR Graphs based on the motivation from both the case management case study
and from the study of relating DCR Graphs with the IBM Research’s declarative
workflow business artifacts with guard-stage-milestone life cycles model.






CHAPTER 5

Distribution of DCR Graphs

In the previous chapter (4), we have introduced several extensions of DCR Graphs
and in this chapter we will introduce a technique to distribute DCR Graphs as a
set of local components to model local behavior and to guarantee that the behavior
in local components is consistent with the global behavior. First we will introduce
and define the notion of projection and composition on DCR Graphs in section 5.3,
then we will introduce semantics of synchronous distributed execution in sec 5.3.3 by
defining the notion of networks of DCR Graphs.

Further we will extend the distribution technique to the nested DCR Graphs in the
section 5.4 and also we exemplify the distribution technique of nested DCR Graphs
using healthcare workflow that was introduced in the case study 2.1.3. Finally, we
will also prove the theorems (thm 5.3.1 and thm 5.4.1) for distributed execution of
DCR Graphs and nested DCR Craphs saying that the behavior in global graph is
bisimilar to the behavior in the network of projected graphs.

5.1 Introduction

In general the commercial workflow implementations are based on a centralized
workflow manager controlling the execution of the entire, global workflow. However,
workflows often span different units or departments within the organization, e.g. the
pharmacy and the patient areas, or even cross boundaries of different organizations
(e.g. different hospitals). In some situations it may be very relevant to execute the
local parts of the workflow on a local (e.g. mobile) device without permanent access
to a network, e.g. during preparation of the medicine in the pharmacy. Also, different
organizations may want to keep control of their own parts of the workflow and not
delegate the management to a central service. This motivates the ability to split the
workflow in separate components, each only referring to the activities relevant for
the local unit and being manageable independently of the other components.

A model-driven software engineering approach to distributed information systems
typically include both global models describing the collective behavior of the system
being developed and local models describing the behavior of the individual peers or
components.

The global and local descriptions should be consistent. If the modeling languages
have formal semantics and the local model language support composition of individual
processes, the consistency can be formally established, which we will refer to as the
consistency problem: Given a global model and a set of local models, is the behavior
of the composition of the local models consistent with the global model? In order
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to support top-down model-driven engineering starting from the global model, one
should address the more challenging distributed synthesis problem: Given a global
model and some formal description of how the model should be distributed, can
we synthesize a set of local processes with respect to this distribution which are
consistent to the the global model?

In past work, as discussed in related work (sec 5.2), the result of the distributed
synthesis have been a network of local processes described in an imperative process
model, e.g. as a network of typed pi-calculus processes or a product automaton. The
global process description has either been given declaratively, e.g. in some temporal
logic, or imperatively, e.g. as a choreography or more generally a transition system.

In this chapter, we address the distributed synthesis problem in a setting where
both the global and the local processes are described declaratively as DCR Craphs.

To safely distribute a DCR Graph we first define (Def. 53.1, Sec. 5.3.1) a new
general notion of projection of DCR Craphs relative to a subset of labels and events.
The key point is to identify the set of events that must be communicated from other
processes in the network in order for the state of the local process to stay consis-
tent with the global specification (Prop. 5.3.1-5.3.3, Sec. 5.3.1). To also enable the
reverse operation, building global graphs from local graphs, we then define the com-
position of two DCR Graphs, essentially by gluing joint events. As a sanity check
we prove (Prop. 5.3.4, Sec. 5.3.2) that if we have a collection of projections of a DCR
Graph that cover the original graph (Def. 5.3.5, Sec. 5.3.2) then the composition yields
back the same graph. We then finally proceed to the main technical result, defining
networks of synchronously communicating DCR Graphs and stating (in Thm. 5.3.1,
Sec. 5.3.3) the correspondence between a global process and a network of communi-
cating DCR Graphs obtained from a covering projection (relying on Prop. 5.3.1-5.3.3).
Throughout the paper we exemplify the distribution technique on a simple cross-
organizational process identified within a case study (sec 4.1.3) carried out jointly
with Exformatics A/S using DCR Graphs for model-driven design and engineering of
an inter-organizational case management system.

Further in the Sec. 5.4, we extend the notion of projection on nested DCR Graphs
and provide the semantics for distributed execution on nested DCR Graphs. Further
we then proceed to the main technical result on nested DCR Graphs, stating (in
Thm. 5.4.1) the correspondence between a global process and a network of communi-
cating nested DCR Craphs obtained from a covering projection (relying on Prop. 5.4.1).

In this chapter, we will follow the following notation.
Notation: For a set A we write P(A) for the power set of A For a binary relation
—C Ax Aand a subset & C Aof Awe write - & and — for the set {a € A| (Fa’ €
&l a—d)} and the set {ad € A| (Fa’ € & | o’ — a)} respectively. Also, we write
—~1 for the inverse relation. Finally, for a natural number k we write [k] for the set
{1,2,... k}.
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5.2 Related Work

There are many researchers [van der Aalst 1999a, Kindler et al. 2000, ter Hofstede
et al. 2003, van der Aalst et al. 2010b, Aalst & Weske 2001, van der Aalst 2003,
Martens 2005] who have explicitly focussed on the problem of verifying the correctness
of inter-organizational workflows in the domain of petri nets. In[van der Aalst 1999a),
message sequence charts are used to model the interaction between the participant
workflows that are modeled using petri nets and the overall workflow is checked for
consistency against an interaction structure specified in message sequence charts.
In [Kindler et al. 2000] Kindler et. al. followed a similar but more formal and concrete
approach, where the interaction of different workflows is specified using a set of
scenarios given as sequence diagrams and using criteria of local soundness and
composition theorem, guaranteed the global soundness of an inter-organizational
workflow. The authors in [ter Hofstede et al. 2003] proposed Query Nets based on
predicate/transition petri nets to guarantee global termination, without the need for
having the global specification. The work on workflow nets [Aalst & Weske 2001,
van der Aalst 2003] use a P2P (Public-To-Private) approach to partition a shared
public view of an inter-organizational workflow over its participating entities and
projection inheritance is used to generate a private view that is a subclass to the
relevant public view, to guarantee the deadlock and livelock freedom. Further a more
liberal and a weaker notion than projection inheritance, accordance has been used
in [van der Aalst et al. 2010b] to guarantee the weak termination in the multiparty
contracts based on open nets.

Global
behavioral
model

Synthesis of Consistency
distributed w.r.t global
system

Local
behavioral
model

Consistency w.r.t
global properties
(e.g. termination)

Figure 5.1: Key problems studied in related work

Modeling global behavior as a set of conversations among participating services
has been studied by many researchers [Fu et al. 2004b, Yi & Kochut 2004a, Rinderle
et al. 2000, Wodtke & Weikum 1997, Bravettt & Zavattaro 2007, Bravetti & Zavat-
taro 2009] in the area business processes. An approach based on guarded automata
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studied in [Fu et al. 2004b), for the realizability analysis of conversation protocols,
whereas the authors in [Yi & Kochut 2004a] used colored petri nets to capture the
complex conversations. A framework for calculating and controlled propagation of
changes to the process choreographies based on the modifications to partner’s pri-
vate processes has been studied in [Rinderle et al. 2000]. Similarly, but using process
calculus to model service contracts, Bravetti-Zavattaro proposed conformance notion
for service composition in [Bravetti & Zavattaro 2007] and further enhanced their
correctness criteria in [Bravetti & Zavattaro 2009] by the notion of strong service
compliance.

Researchers [Fdhila & Godart 2009, Nanda et al. 2004, Khalaf & Leymann 2006,
Mitra et al. 2008] in the web services community have been working on web service
composition and decentralized process execution using BPEL [OASIS WSBPEL Tech-
nical Committee 2007] and other related technologies to model the web services. A
technique to partition a composite web service using program analysis was studied
in [Nanda et al. 2004] and on the similar approach, [Khalaf & Leymann 2006] ex-
plored decomposition of a business process modeled in BPEL, primarily focussing on
P2P interactions . Using a formal approach based on I/O automata representing the
services, the authors in [Mitra et al. 2008] have studied the problem of synthesizing
a decentralized choreography strategy, that will have optimal overhead of service
composition in terms of costs associated with each interaction.

The derivation of descriptions of local components from a global model has been
researched for the imperative choreography language WS-CDL in the work on struc-
tured communication-centred programming for web services by Carbone, Honda and
Yoshida [Carbone et al. 2007]. To put it briefly, the work formalizes the core of WS-CDL
as the global process calculus and defines a formal theory of end-point projections
projecting the global process calculus to abstract descriptions of the behavior of each
of the local "end-points’ given as pi-calculus processes typed with session types.

A methodology for deriving process descriptions from a business contract formal-
ized in a formal contract language was studied in [Milosevic et al. 2006], while [Sadiq
et al. 2006] proposes an approach to extract a distributed process model from collabo-
rative business process. In[Fdhila et al. 2009, Fdhila & Godart 2009], the authors have
proposed a technique for the flexible decentralization of a process specification with
necessary synchronization between the processing entities using dependency tables,
where as the authors in [Dong et al. 2000] presented a framework for optimizing the
physical distribution of workflow schemas based on the families of communicating
flow charts.

In [Castellant et al. 1999, Heljanko & Stefanescu 2005, Mukund 2002] foundational
work has been made on synthesizing distributed transition systems from global speci-
fication for the models of synchronous product and asynchronous automata[Zielonka 1987].
In [Mukund 2002] Mukund categorized structural and behavioral characterizations of
the synthesis problem for synchronous and loosely cooperating communication sys-
tems based on three different notions of equivalence: state space, language and
bisimulation equivalence. Further Castellant et. al. [Castellant et al. 1999] character-
ized when an an arbitrary transition system is isomorphic to its product transition
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systems with a specified distribution of actions and they have shown that for finite
state specifications, a finite state distributed implementation can be synthesized.
Complexity results for distributed synthesis problems for the three notions of equiv-
alences were studied in [Heljanko & Stefanescu 2005].

Many commercial and research workflow management systems also support dis-
tributed workflow execution and some of them even support ad-hoc changes as
well. ADEPT [Reichert & Bauer 2007] Exotica [Mohan et al. 1995], ORBWork [Das
et al. 1996], Rainman [Paul et al. 1997] and Newcastle-Nortel [Shrivastava et al. 1998]
are some of the distributed workflow management systems. A good overview and dis-
cussion about distributed workflow management systems can be found in [Reichert
et al. 2009, Ranno & Shrivastava 1999].

So far the formalisms discussed above are more or less confined to imperative
modeling languages such as Petri nets, workflow/open nets and automata based lan-
guages. To the best of our knowledge, there exists very few works [Fahland 2007,
Montali 2010] that have studied the synthesis problem in declarative modeling lan-
guages and none where both the global and local processes are given declaratively.
In [Fahland 2007], Fahland has studied synthesizing declarative workflows expressed
in DecSerFlow [van der Aalst & Pesic 2000b] by translating to Petri nets. Only a
predefined set of DecSerFlow constraints are used in the mapping to the Petri nets
patterns, so this approach has a limitation with regards to the extensibility of the
DecSerFlow language. On the other hand, in [Montali 2010] Montali has studied
the composition of ConDec [van der Aalst & Pesic 2006a] models with respect to
conformance with a given choreography, based on the compatibility of the local Con-
Dec models. But his study was limited to only composition, whereas the problem of
synthesizing local models from a global model has not been studied.

5.3 DCR Graphs - Projection and Composition

In this section we define projections and compositions of DCR Graphs. In Sec. 5.3.1
below we define the notion of projection of a DCR Graphs, restricting the graph to a
subset of the events and labels, and in Sec. 5.3.2 we define the technique for binary
composition of two DCR Graphs, to get a global DCR Graph.

5.3.1 Projection

First we define how to project a DCR Graph G with respect to a projection parameter
0 = (0p, 01) where o C E is a subset of the events of G and o, C L is a subset of
the labels.

Intuitivly, the projection G5 contains only those events and relations that are
relevant for the execution of events in o and the labeling is restricted to the set 0.
This includes both the events in og and any other event that can affect the marking,
or ability to execute of an event in og through one or more relations. The technical
difficulty is to infer the events and relations not in O, referred to as external events



126 Chapter 5. Distribution of DCR Graphs

below, that should be included in the projection because they influence the execution
of the workflow restricted to the events in Og.

Definition 5.3.1. If G = (E,M, —e, 0—, =0, >+, —%, L, () then G‘é =
(E‘g, M|5, —e|5, 85, =05, —+|5, —)%‘5, oL, [‘5) is the projection of G with respect to
0 C E where:

(i) Ejs =— 0, for —»= U ¢, and C = {id, —e, 8=, =0, >+, =%, e——0, —+—e,

ceC
—%—e, >+—0, 5%—0}

) le)nd, ifec o
tis(e) =
1 st {@ ife € E15\0¢

(iit) M5 = (Ex|s, Re|5, In|5) where:

(CI) EX‘(; =Exn E|5
(b) Re‘g = Re N (0gU —¢ 0f)
(C) |n‘5 =1InN (5EU —e OpU —o 5E)

(iv) —e|s=—e N((—e OF) X O)
(v) @—=|5=0— N((6—=—0 ) X (=0 ) U ((e— OE) x Ok))

(Vi) —0|5=—0 N((—¢ OF) X Of)

(vii) =+ s=—+ ﬂ(((—>+ Op) X 5E) U ((—>+—>o Og) X (—e 5E) U ((ﬁ+—><> Og) X (—o
o)

(viii) —%5=—5% N ( ((—% ) x 8 ) U ((—%—e 5t) x (—e 88 ) U ((—%—0 6¢) x (-0 5E))

(i) defines the set of events as the union of the set o of events that we project
over, any event that has a direct relation towards an event in 0g and events that
exclude or include an event which is either a condition or a milestone for an event
in Op. The additional events will be included in the projection without labels, as can
be seen from the definition of the labeling function in (ii). This means that the events
can not be executed locally. However, when composed in a network containing other
processes that can execute these events, their execution will be communicated to the
process. For this reason we refer to these events as the (additional) external events
of the projection. As proven in Prop. 5.3.1-5.3.3 the communication of the execution
of this set of external events in addition to the local events shared by others ensure
that the local state of the projection stay consistent with the global state.

Further (iii) defines the projection of the marking: The executed events remain the
same, but are limited to the events in E‘g. The responses are restricted to events in
O and events that have a milestone relation to an event in 0g because these are the
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only responses that will affect the local execution of the projected graph. Note that
these events will by definition be events in E|5 but may be external events. In case of
set of included events, we take the actual included status of the events in projection
parameter along with the events that are conditions and milestones to the events
in projection parameter, as the include status of those events will have an influence
on the execution of events in local graph. All other external events of the projected
graph are not included in the projected marking regardless of their included status
in the marking of the global graph, because their include/exclude status will have no
influence on the execution of events in local graph. Finally, (iv), (v). (vi). (vii) and (viii)
state which relations should be included in the projection. For the events in o all
incoming relations should be included. Additionally inclusion and exclusion relations
to events that are either a condition or a milestone for an event in og are included
as well.

To define networks of communicating DCR CGraphs and their semantics we use
the following extension of a DCR Graph allowing any event to be executed with a
special input label (€). These transitions will only be used for the communication in
a network and thus not be visible as user events.

Definition 5.3.2. For an DCR Graph G = (E, >, M, —e, e—, —0, —+, =%, L, [) define
G = (E,>,M, e, 0, =0, >+, 5%, LU {e}, (%), where (¢ = [(e) U {e} (assuming
that € & L).

We are now ready to state the key correspondence between global execution of
events and the local execution of events in a projection.

Proposition 5.3.1. Let G = (E,M, —e, 08—, =0, >+, =%, L, ) be a DCR Graph and
G5 its projection with respect to a projection parameter 6 = (g, 0r). Then,

for e € 0 and a € 0 it holds that Mg e AM @ e = M A I\/\"é = M" if and only if
f\/\|5 |_G‘5 (AN M‘g Dc; e = M.

Proof. In order to prove the proposition, we have to show that the proposition in both
directions.

(G—P) fore € o and a € 0. Mg e AM®ce =M A M|/5 =M = M; Fcis
enN M|5 GBG‘(; e =M
We will split the proof into 2 steps:

(A) MFge = Mg, e
From def 337, we have Mg e = e € InA (Inn —ee) C Ex and
(Inn —oe) C E\Re.

In order to prove that M|5 Fqé e, we have to show that
e € InsA(lnsN —e5e) C Exis A(lnsN —o5e) C E|5\Re‘5. We will prove
each part individually as follows,
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(©

(i)

(i)

To prove: e € Injs

From def 5.3.1-iiic we have,
|n|5 =InN(0gU —e OpU —¢ Of) therefore
eclhhe€d = e€Elnp.

To prove: (InjzN —e5e) C Exs

Ve' € (InsN —ejse),

(@) e €lng = e €1n

(b) form the def 5.3.1-iv, we have —es=—e N((—e O) x ) therefore
' c—ese = o c—ee

Using above 2 statements and from M k¢ e

Ve'.e' € (InsN —e5e) = e’ € (InN —ee) = ¢’ € Ex,
Further, from def 5.3.1-liia we have Ex;s = ExN E |5 therefore
ecEsNe e Ex = e € Exp

Hence we can conclude that (Inj;N —ese) C Ex;

To prove: (InjsN —o5e) € E5\Reys

Ve' € (InsN —ose)

(@) e €lng = e’ €ln

(b) form the def 5.3.1-vi, we have —o|5=—¢ N((— 0f) % d¢) therefore
e’ €—o5e = e e—oe

Using above 2 statements and from M k¢ e
e’ € (InsN —ose) = e € (InN —oe) = e € E\Re = €' ¢
Re,

According to def 531 iiib, we have Re|; = Re N (0gU —¢ 0f). and so
e’ ¢ Re = €' ¢ Rejs.

Further, e’ € EsAe’ ¢ Res = e € Ej5\ Reys.

Hence we can conclude that (InsN —oi5e) C E|5\Re|s

From (G—P)-A-i, (G—P)-A-ii and (G—P)-A-iii, we have proved that e &€
Inis A (InjsN —e5e) € Exis A (InjsN —oi5€) € Ei5\Reys is valid.

Therefore we can conclude that M b e = M5 I—G‘é e.

(B) To prove: M@ e =M A M|’5 =M" = Mj; &g, e =M’

We have M @ e = M’ where M = (Ex, Re, In) and M’ = (EX, Re’, In')
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and from the def 3.3.8, we can infer

ExX' = ExU{e},Re’ = (Re\ {e})U ee—, and In" = (In U e —»+)\ e —%.

In projected graph, we have M5 = (Ex|s, Re|s, Injs), M" = (E><|”5, Re%, |n|/%)
and from above result we know that M5 I—G‘é e. Hence we can infer that
Exs = Ex;5 U {e}, Rels = (Rejs \ {e})U ee—5, and Infs = (InjsU e —+5
J\ e—%s.

We have to prove that M|/5 = M” In order to prove this equivalence,

we will show that Ex/s = Ex/s, Re/s = Rels and In/s = In/s individually as
|0 [o [o |o |0 |0
follows,

(i) To prove: E><|/5 = Ex‘/g

Exs = (ExU {e}) N E|5 from def 53.1-iiia

= (ExNEj5) U ({e} N Es) distributive law of sets

= Ex|5 U {e} according to def 5.3.1-iiia and e € o C E5.
= Exj5.

Hence we can conclude that Ex|; = Ex[§

(i) To prove: Rej; = Re[s

According to def 5.3.1-v, the response relation in projected graph is
o s=0— ((e—>—0 Op) X (—¢ 0p)) U ((e— O) X OF)).

Informally it contains relations which can cause a response on an
event which is either included in the set of events in the project pa-
rameter (Og) or in a set of events which are milestones to events in
project parameter (—< Of).

o~ 5= {(e”, ¢') | e”" o= e’ Ne' € (0pU —o Og)} and hence

ce— 5= {c | c o= e’ Ne' € (0gU —0 Of)}

Re‘/é = ((Re\ {e})U ee— ) N (06U —o O) from def 5.3.1-iiib

= ((Re\ {e})N(0cU —0 0F)) U ( ee— N(SgU —o Of)) distributive law
= (Re N (6eU —0 0p) \ ({e} N (U —0 6)) U ( ee— N(OU —o O¢))
set intersection distributes over set difference

= (Re5 \ {e}h) U ( ee— N(OEU —o Of))

= (Reis\ {eh)U{e | e o= e’ A€ € (0gU —0 Og)}

= (Rep\ {e}U eoy

= Re‘/g

Hence we can conclude that Re"a = Rel/%'

(iit) To prove: Injs = In"g
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(itii-a) According to def 5.3.1-vii, the include relation in projected graph

LS

gm0 [+ 30x 30 m Bx(e 3e) 1o
Op) X (—¢ 5E))

5= {(e", &) | & >+ ' N e € (U —e 5EU —o O¢)}

e—+i=1{e'| e =+ e Ne' € (U —e U —0 )}
e —+|g=e—+ N(0rU —e opU —o Of)

(iti-b) Similarly, according to def 5.3.1-viii, the exclude relation in pro-

jected graph is
—%|5=—% N ( ((—% 0F) x O ) U ((—%—e ) x (—e 0 ) U ((—%—o

Be) X (=0 5E))

—%5={(e” ') | e”" =% e’ Ne' € (0gU —e OpU —o )}
e—%s={e' | e =% e Ne' € (0pU —e U —o Op)}
e—>%|5:e —% ﬂ((jEU —e OpU —0 5E)

From def 5.3.1-iiic we have: In‘g =InN(0gU —e OpU — OF)

Hence we can compute the projection of global included set (In’) as
follows

In|/5 =In"N(0pU —e OcU —o o)

But we know that In" = (In U e »+)\ e —%

|n|/5 = ((InU e—+)\ e—% ) N (6gU —e 5tU —0 OF)

In|/5 = ((|ﬂ U e—+)N (0gU —e OpU —o 5E)) \( e—% N(OpU —e
OpU —o 55)) set intersection distributes over set difference

In|/5 = ((In N (0pU —e opU —o 5E)) U ( e—+ N(OpU —e OpU —o
5e)) \ (=% N(OFU —e 5cU —o OF)) distributive law

Using results (iii-a) and (iii-b), we can rewrite the above statement
as

Infs = [ (In 1 (GU e GEU 0 55)) U e—is )\ e %5

But we know that the marking in projected graph before executing
event e is In‘g = InN (0gU —e 0pU —¢ 0Of). Using this fact, we can
rewrite the above statement as follows,

/
In|/5 = (In//‘(;u e—+5)\ e —%s
In|5 =1In"5

Hence we can conclude that In|’5 = In"j5.

From (G—P)-B-i, (G—P)-B-ii and (G—P)-B-iii, we have proved that E><|'§ =
Ex‘/g, Re|/5 = Re‘/g and |n"5 = In"%. and there by we can conclude that
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/

[0

— M//‘

Since we have proved both parts: ( (G—P)-A and (G—P)-B ), the proposition
M®ge=MA M‘/é =M" = Mj; B, € = M” holds.

(P—G) for e € 0p and a € o1 Mj5 G e AMs DG, € = M —= MFgceAM®ce =
M A M"(S =M
Again, we will split the proof into 2 parts.

(A) M‘g FC‘I5 e = MFbEge
From def 337, we have Mj; I—G‘5 e = e € lIngA(InsN —e5e) C
EX‘g A (|I']‘§ﬂ —9|5 e) C E‘g\Re‘g

In order to prove that M g e, we have to show that
e € InA(Inn —ee) C Ex and (InN —oe) C E\Re

(©

(i)

To prove: e € In

From def 5.3.1-iiic we have: Injs =InN (60U —e dgU —¢ O)
e € lngA (|ﬂ‘5 =InN (U —e opU —o 5E)) = e € In.

To prove: (InN —ee) C Ex

From def 5.3.1-iv, we have —es=—e N((—e OF) x Of)

Ve'e' €—ese = (¢ e) E—os = (¢ e) Eve = ¢ c—ec
and therefore —ejse = —ee.

Ve'e' € (InsN —e5e) = (e/ € Ing) N (e E—ose) = (¢ €
In)N (e €—ee) = €’ € (InN —ee), and hence

(InsN —ese) = (InN —ee).

(InsN —e5e) C Exs = (InN —ee) C Exs.
according to def 5.3.1-iiia : Exj5 = ExN Ejs.
Hence (InN —ee) C Exjs = (InN —ee) C Ex

To prove: (InN —ce) C E\Re

From def 53.1-vi, we have —¢|s=—¢ N((—¢ O) X ),

Ve'e' €—ose = (e e) E=oy = (e e) €0 = e €—0e
and therefore —oj;e = —oe.

Ve'e' € (InsN —ose) = (' € ln)N(e’ e=op5e) = (e €
)N (e’ e—oe) = e’ € (InN —oe), and hence

(InsN =05 €) = (InN —oe).

(InsN =05 €) € Es\Rels = (Inn —oe) C Ej5\Res = Ve' €
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(B)

(Inn —oe).e’ ¢ Reys.

according to def 5.3.1-iiib : Rej5 = Re N (60U —¢ o),

Ve' € (InN —oe)e ¢ Rey = e & (Ren(0gU —o o)) Fur-
ther, as ¢’ —¢ e, we know that e’ € (6gU —¢ Op). The only way
e’ ¢ (Re N (0pU —¢ Og)) becomes true is when e’ & Re.

Hence (InsN —oj5€) € Ej5\Rejs = (InN —oe) € E\Re.

Form (P—C)-A-(i), (P—C)-A-(il) and (P—G)-A-(iii), we can conclude that
M“S'_C'Iée - Ml—ce.

Mis ®c, € = M” — M@ e = M AM; =M’

We have Mjs &¢,, e = M” in the local graph where M5 = (Ex|s, Rejs, In5),
M” = ( xl/%, Reﬁ;, In|’%) and from the def 3.3.8, we can infer

Exj5 = Exis U {e}, Refs = (Re;5 \ {e})U ee—5, and Infy = (InjsU e —+5
N\ e—%s.

In main graph, we know M F¢g e where M = (Ex, Re, In) and hence we
can workout the new marking as M &g e = M’ where M’ = (Ex’, Re’ In’)
with Ex' = ExU{e}, Re’ = (Re\ {e})U ee—, and In" = (In U e —+)\ e —>%.

We have to prove that M” = M"é.

(i) To prove: Exj5 = Exis

Let us start with Ex(s

Exjs = Exs U {e}

= (ExNE5) U {e} from def 5.3.1-iiia

— (ExU {e}) N (Eip U {e))

= EX/ N E‘g

Hence we can conclude that EX\/S = Exjé.

(i) To prove: Ref% = Rej,

(a) According to def 5.3.1-v, the response relation in local graph is
oo 5=0— N((e—— Og) X (—< Op)) U ((e— Og) x OF)).
o~ 5= {(e”, ¢) | e”" o= ' Ne' € (0pU —¢ O} and so
co—;={e' | e o e’ Ne' € (0pU —o Og)}
ce—s={c' |eeme'}n{e'|e € (U —0 )}
ce—;=ce— N(OrU —¢ Of)
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(i)

Let us start with Ref
Re‘é = (Reis \ {e})U eo—;
= ((Re N (6eU —0 0¢)) \ {e})U ee— ;5 from def 53.1-iiib
= ((Re\ {e}) N (6eU —¢ O))U eo— 5 (set relative complements)
= ((Re\ {e}) N (6gU —¢ OF)) U (ee— N(SgU —o Og)) using (a)
= ((Re\ {e})U ee— ) N (0rU —¢ OF)
=Re'N (OpU —< OF)
= Re‘/é according to def 5.3.1-iiib.
Hence we can conclude that Re(5 = Reys.

_ TN/
To prove: In‘é = Inw

(a) According to def 5.3.1-vii, the include relation in projected graph
is
—+s=—+N ( ((—>+ 5E)X5E)U((—)+%O Op) X (—e 5E)U((*>~|»—><>

Bt) X (o 5E))

—+5={(e", e) | e” =+ ' Ne' € (U —e U —0 O)}
e—+tis={e'|e =+ e Ne € (U —e OpU —0 Og)}

e =+ s=e—+ N(OpU —e orU —< Of).

(b) Similarly, according to def 5.3.1-viii, the exclude relation in pro-
jected graph is
—)0/0‘5:—>0/0 N ( ((—>°/o Op) X 5E) U ((—)%%o Op) X (—e 5E) U ((_>o/o_><>

5e) X (=0 5E))

—%|5={(e”, ') | e”" =% e N e € (0gU —e OpU —o )}
e—%5=1{e' | e =% e’ ANe’ € (0gU —e OpU —o Og)}
e—>%|5=e —% N(0pU —e OpU —o Of).

Having sub results (a) and (b), let us starts with Ins and show that
it will be equal to the projection over included set from global graph
(Infs).

|”|/% = (InjsU e =+5)\ e =%

from def 5.3.1-iiic, we have |I'1‘5 =InN(0gU —e 0gU —¢ Op) hence,
Infs = ((INN(OEU —@ OEU =0 3E))U e —+5 )\ e =%s.

Again using the results (a) and (b), we can rewrite the above expres-
ston as,

|n|5 = ((In N (0OgU —e OcU —o Op)) U (e—+ N(OgU —e OpU —o
O))) \ (e =% N(GpU —e SgU —o Op)).

Infs = ((INU e >+)N(0U —e eU —0 &) ) \(e =% N(OEU —e SgU —o
OF)).

In|” ((INU e >+)\ e—% ) N (OU —e S£U —o Jg).

Infs = (I") N (OU —e SgU —o OF).
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"oy
In|5 = |n|5.
Hence we can conclude that Inl/% = In‘/é.
From (P—G)-B-i, (P—G)-B-ii and (P—G)-B-iii, we have proved that Ex/s =
1
Ex|s, Rels = Rej; and Inf5 = Inj; and there by we can conclude that

M” = M.

Since we have proved both parts: ( (P—G)-A and (P—G)-B ), the proposition
for e € 6p and a € o1 M3 I—C,l5 e AMjs B, € = M" — MFceAMGge =
M’ A !\/\"5 = M" holds.
Finally, we have proved the proposition in both ways ((G—>P) and (P—>C.)), therefore
the proposition: for e € og and a € 0, it holds that M k¢ e AM@g e = f\/l//\M|/§ =M
if and only if M5 F¢; e AMjs ¢, e = M” holds.
O]

Proposition 5.3.2. Let G = (E,M, —e, 08—, =0, >+, =%, L, ) be a DCR Graph and
G5 its projection with respect to a projection parameter 6 = (0g,0r). Then, for
e ¢ Ejs it holds that M k¢ e AM @ e = M implies M5 = M"é‘

Proof. According to projection definition 53.1, e ¢ E|5 = e & G5, therefore there
will not be any change in the marking. Hence M5 = M\/a' O

Proposition 5.3.3. Let G = (E,M, —e, 08—, =0, >+, =%, L, ) be a DCR Graph and
G5 its projection with respect to a projection parameter 6 = (0g, o). Thenfore € k5
(and a ¢ &) it holds that M F¢ e AM @&¢ e = M implies M5 &¢; e = M"é.

Proof. The proof for this proposition is more or less similar to proof in the part (P—C)-
(B) of proposition 5.3.1 with minor changes.

We have M &g e = M’ where M = (Ex,Re, In) and M' = (EX,Re’, In) and from
the def 3.3.8, we can infer
ExX' = ExU{e},Re’ = (Re\ {e})U ee—, and In" = (In U e —»+)\ e —%.

In projected graph, we have marking projected from global graph, according to def 5.3.1
as M5 = (Ex|s, Re|5, Inj5). The result of executing event e in projected graph will be
a marking, let us say M"g = M5 &c; e, then we have to prove that M‘/g = M‘/é.

Let us say that M\//a = (Exﬁ;, Re|”5, Inl/%), and since in the projected graph we have
f\/% = !\/\‘5 @, e, we can infer from the def 3.3.8, EX‘/S = E><|5 U {e},Re‘/:5 =
(Res \ {e})U ee—5, and Infg = (Injs U e =+5)\ e —=%5.

In order to prove this equivalence of Mf% = M\/a' we will show that Ex"% = Ex|/5,

Rel'% = Re‘/é and Inl/% = |n|’5 individually as follows,
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(i) To prove: Exjs = Exis

Let us start with E><|”5

EX‘/% = Ex;5 U {e}

= (ExNE5) U {e} from def 5.3.1-iiia

— (ExU {e}) N (Es U fe))

= EX/ N E‘g

= EX‘/B

Hence we can conclude that E><"Zs = Ex‘/é.

(it) To prove: Refy = Re(s

(a) According to def 5.3.1-v, the response relation in local graph is
o> 5= N((8—0 &) x (-0 &) U (o= 3¢) x b))
o~ 5= {(e”, ¢') | e” o= " Ne' € (0pU —¢ O} and so
co—;={e' | e o e’ Ne' € (0pU —o Og)}
ce—s={c' |eene'}n{e|e € (U —o ¢}
ce— s=ce— N(OpU —o Of)

Let us start with Re|5
Re‘é = (Rejs \ {e})U eo— 5
= ((Re N (6eU —0 0g)) \ {e})U ee— ;5 from def 5.3.1-iiib
= ((Re\ {e}) N (0eU —0 0¢))U ee—; (set relative complements)
= ((Re\ {e}) N (0gU —¢ OF)) U (ee— N(SgU —o Og)) using (a)
= ((Re\ {e})U ee— ) N (U —¢ O)
= Re’ N (06U —¢ 0f)
= Re"5 according to def 5.3.1-iiib.
Hence we can conclude that Refs = Rejs.

(iii) To prove: In";5 = In|/5

(a) According to def 5.3.1-vii, the include relation in projected graph is
—+5=—+ ﬂ(((e—i— Og) X 5E) U ((—>+—>. Op) x (—e 55) U ((—>+—><>
Be) X (=0 5E))

—+5={(e”, €) | e” =+ e Ne' € (U —e U —0 O)}

e—+) 5= {e/| e =+ e’ Ne € (0pU —e OpU —0 )}
e —+jg=e—+ N(O0pU —e opU —o Of).

(b) Similarly, according to def 5.3.1-viii, the exclude relation in projected graph
is
—%|5=—% N ( ((—% 0F) x 0 ) U ((—%—e O) x (—e O ) U ((—%—0 OF) x (—¢



136 Chapter 5. Distribution of DCR Graphs

o)

—%5={(e", e') | e" =% e’ N e’ € (0gU —e OpU —o Of)}
e—%5=1{e' | e =% e’ Ne’ € (0pU —e OpU —o Og)}
@—)0/0‘526 —% N(OpU —e OpU —o O).

Having sub results (a) and (b), let us starts with Inl/% and show that it will be
equal to the projection over included set from global graph (In‘/é).
|n‘/;5 = (|n‘5U €—>+‘5)\ @H%w
from def 5.3.1-iiic, we have In‘é = InN(0gU —e 0pU —¢ O) hence,
Infs = ((InN(0pU —e OpU —0 O))U e =45 )\ e —=%j5.
Again using the results (a) and (b), we can rewrite the above expression as,
In% = ((InN (6eU —e SEU —0 O)) U (e >+ N(OgU —e 0pU —0 0F))) \ (e —%
N(O0pU —e 0pU —< 0f)).
Infs = ((INU e —>+) N (gU —e SgU —0 Og)) \ (e =% N(OFU —e dU —0 Of)).
Infs = ((InU e >+)\ e—% ) N (GEU —e S£U —o 5¢).
|n‘//5 = (In') N (6gU —e OgU —o Of).
"oy
In‘é = In‘é. § /
Hence we can conclude that Inj; = Injs.

From (i), (ii) and (iii), we have proved that Ex"% = Ex"é, Re"g = Rel/(; and Inﬁ5 = In|/5

and there by we can conclude that M” = ‘/5.

Therefore the proposition: for e € E5 (and a ¢ 1) it holds that M ¢ eAM@ce = M’
implies M5 &g, e = M‘/C; is proved. O
5.3.2 Composition

Now we define the binary composition of two DCR Graphs. Intuitively, the composi-
tion of G1 and Gy glues together the events that are both in Gy and Gs.

Definition 5.3.3. Formally, the composite Gy & Gy = (E,M, —e, 0—, -0, -4, =%
L, ), where G; = (E;, M;, —e;, 0—;, —0;, —+;, =%, L, [;), M; = (Ex;, Re;, In;) for i €
{1,2} and:

([) E= (E1 U Ez)
(ii) M = (Ex, Re, In), where:

(a) Ex = Ex; UExy
(b) In=1In1 Ulny
(c) Re = Re1 U Re;

(i) »=—1 U —) for each —€ {—e, 8-, »0, »>+, —>%}

(iv) lle) = Li(e) U lz(e)
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(v L=L1UlLy

(iib) states that events are included, if they're either included in Gy or Gy. (iic)
states that the events with pending responses are those events that have a pending
response in Gy or Go.

Definition 5.3.4. The composition Gy & G, is well-defined when:
(i) Ve e E1NEy| (e € Exg & e € Exy)
(i) Viee E1NEx | (e €lny & e € 1ny)
(iii) V(e e E1NEy | (e € Rep & e € Rey)
(iv) V(e,e’ € E1NEL | =((e =+1 e’ ANe =% €) V(e =% e Ne —+; €)))

(i) ensures that those events that will be glued together have the same execution
marking. (ii) ensures that events that will be glued together and in both DCR Graphs
belong to either the set of internal events or the set of events that have a condi-
tion/milestone relation towards an internal event, have the same inclusion marking.
(iii) ensures that events that will be glued together and in both DCR Graphs belong to
the set of internal events have the same pending response marking. (iv) ensures that
by composing the two DCR Graphs no event both includes and excludes the same
event. If Gy & Gy is well-defined, then we also say that G and Gy are composable
with respect to each other.

Lemma 5.3.1. /f (L, ) is a commutative monoid, then the composition operator & is
commutative.

Proof. According to definition 5.3.3, most elements of the tuple defining the graph
G = Gy & Gy are constructed from the union of the same elements in Gy and Go.
For these elements the composition is commutative, because the union operator is
commutative. The exception is the labelling function, which is composed through the
monoid operator -. If the monoid is commutative then the composition is commutative
for the labelling function as well. O]

Lemma 5.3.2. The composition operator @ is associative.

Proof. According to definition 5.3.3, most elements of the tuple defining the graph
G = Gy @ Gy are constructed from the union of the same elements in Gy and Go.
For these elements the composition is associative, because the union operator is
associative. The exception is the labelling function, which is composed through the
monoid operator -. Because a monoid operator is always associative, the composition
is associative for the labelling function as well. O

Definition 5.3.5. We call a vector A = 01 ... 0k of projection parameters covering for
some DCR Graph G = (E,M, —e, e—, —0, >+, =%, L, () if:
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1. U Og; = E and
ielk]

2 (VaoelVecEaele)= (Ficlklec o, Na ey

Proposition 5.3.4. If some vector A = 01... 0 of projection parameters is covering
for some DCR Graph G then: @ G = G

ielk]

Proof. Since the vector of projection parameters is covering, every event and label is
covered in at least one of the projections. Moreover the definition of composition 5.3.3,
is defined over union of individual components. Hence when all projections are
composed, we will get the same graph and hence ED G = G

ielk]

5.3.3 Safe Distributed Synchronous Execution of DCR Graphs

In this section we define networks of synchronously communicating DCR Graphs and
prove the main technical theorem of the paper stating that a network of synchronously
communicating DCR Graphs obtained by projecting a DCR Graph G with respect to
a covering set of projection parameters has the same behavior as the original graph
C.

We now define networks of DCR Graphs and their distributed execution.

Definition 5.3.6. A network of DCR Graphs is a finite vector of DCR Graphs G some-
times written as Mig(nGi or GoGy ... Gy, Assuming G; = (E;, M;, —e;, 0, —0;
, —+i, =%, Li, l;), we define the set of events of the network by E(I_I[G[H]G,v) = Uie[n]E[
and the set of labels of the network by L(I;g(,Ci) = UigqLi and we write the network
marking as M = T/, M;.

Finally, let M(G) denote the set of network markings of C.

We now define when an event is locally enabled in one of the components. and
the result of executing an event as the same as locally executing the event in all
components of the network sharing the event.

Definition 5.3.7. For a network of DCR Graphs G = MicimGi where G; = (E;, My, —e;
,0—, —+;, —%;, L, l}), an event e € 5(I_I[€[,7]G,-) is enabled at a location i in the
distributed marking M = ;c[)M;, written M F¢ ; e, if it is locally enabled in the ith
dynamic condition response graph, ie. e € E; AM; ¢, e. The result of executing
an event e € &g, Ci) in a marking M@G e=M= Mig[nM: (s the new marking

/

M = MiginM; where M = M; @c e if e € E; and M; = M; otherwise.

Finally, we define executions of networks as follows. An event can be executed if
it is locally enabled in a component where it has assigned at least one label.
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Definition 5.3.8. For a network of DCR Graphs G = MigimGi where G; = (E;, M;, —e;
80—, =0, =+, —%;, Ly, ;) and M = I_I[e[n]f\/\[, we define an execution of G to be
a (finite or infinite) sequence of tuples {(h;, M;, e;, a[,m;)}[e[k] each consisting of a
place h; € [n], a network marking, an event, a label and another network marking
(the result of executing the event) such that M = My and Vi € [kl.a; € ly,(e;) A
M; Fen, ei A MZ =M; ®¢e; and Vi € [k — 1W§ = M1, We say the execution is
accepting if Vi € [k],h € [n].(Ve € Inp;NRep;.3j > iej =eVe ¢ In;w)), where
m[ = Hhe[n](EXh,ir Inh,[, Re/“-) and M; = H/ve[”](EX%J, In;w-, Re;w-).

Now we will define the transition system for a network of DCR Graphs as follows,

Definition 5.3.9. For a network of DCR Graphs G = MigimGi where G; = (E;, M;, —e;
, 80—, —0;, =+, =%, L, [j) and M = I_I[-E[H]M,-, we define the corresponding labelled
transition system TS(C) to be the tuple

(M(C), M, L(G), —n)

where L5(C) = E(MignGi) x L(MignGi) is the set of labels of the transition system,
M is the initial marking, and —nC M(G) x Ls(G) x M(Q) is the transition relation
defined by M ﬂw M@Gi e ifM Fg. e and a € li(e).

We define a run ag, a1, ... of the transition system to be a sequence of labels of
a sequence of transitions M; M Mip1 starting from the initial marking. We define
a run to be accepting (or completed) if for the underlying sequence of transitions
it holds that if Vi € [k],h € [n].(Ve € Inp; NRep3j > iej =eVe ¢ In;w-)),
where M; = Mpepn)(Exp i Inp i, Rep ) and M} = H/76[17](EX;7J: In;”., I?e;w). In words, a
run is acceptinglcompleted if no required response event is continuously included
and pending without it happens or become excluded.

Now we define binary relation between a global DCR Graph and a network of
projected DCR Graphs as follows in def 5.3.10.

Definition 5.3.10. For a Dynamic Condition Response Graph G = (E,M, —e, e—, —¢
,—+,—%, L, ) and for a covering vector of projection parameters A = 01 ... 0y, for a
network of projected graphs where Gp = Nigin)Cys, with Gis. = (Ej5., M5, —0|5., =5,
,60\5[,—>+\51,—>%‘51, 01,, l|51) and Mp = Hie[n]Mm , we define the binary relation
between TS(G) and TS(Ga) as R = {(M, Mig(yMjs,) | M € M(M)}.

Theorem 5.3.1. For a Dynamic Condition Response Graph G and a covering vector of
projection parameters A = & ... 0, it holds that TS(G) is bisimilar to TS(Gp), where
Cp = MiginGjs,- Moreover, a run is accepting in TS(G) if and only if the bisimilar run
is accepting in TS(Gp).

Proof For DCR Graph G = (E,M, —e, e—, =0, —+, =%, L, l), the corresponding la-
beled transition system (def 3.3.10) is TS(G) = (M(G), Mo, L5(G), =) where L5(C) =
E x L is the set of labels of the transition system, Mg is the initial marking, and

—C M(Q) x L5(G) x M(Q) is the transition relation defined by M te.0), M &g e if
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MF¢g e and a € l(e).

For a network of projected graphs where Gp = MiginGps, with Gis. = (Ej5,, M5, —9)5.
, 85, =05, =+, —>O/o‘5(, 01, ls,) and Ma = Tligy M5, the corresponding label
transition system according to def 5.3.9, TS(Ga) = (M(Ga), Moa, Lts(Ga), = n) where
Ls(Gp) = EMiginGys,) x L(MignGjs,) is the set of labels of the transition system, Moa
is the initial marking, and —nC M(Ga) x L5(Ga) x M(Ga) is the transition relation

defined by Mx MN Ma &g, e if Ma Fe, e and a € s (e).

Here we have to show that TS(G) ~ TS(Ga). In order to show that both label
transition systems are bisimilar, we have to prove the equivalence of binary relation

R.

According to def 53.10, we have the binary relation R = {(M,I‘Ile[n]M‘gl_) | M €

M(M)} between TS(G) and TS(Ga). In order to show that TS(G) ~ TS(Ga), we have
to show the following

(A) M 24 M in TS(G) then there exists in TS(Gp) a transition Ma 29 M.

According to def 3.3.10 on execution of an event in DCR Graph, M 29,y @c e
fMbEgeandaele)

According to proposition 5.3.1, for e € o and ¢ € 0 it holds that M k¢
eAM®ce=MA M‘/é = M"if and only if M5 Fa, e AMs &g, e = M.
Hence for M ¢ eAM@c e = M’, we will have following changes in the distributed
marking,

e According to proposition 5.3.1 for interface events of projections,
for all projections i € [k] where e € 0, and a € ;, will have MW, I—G‘é
enN M\éi @0‘51 e = M\/éf
e According to proposition 5.3.3 for external events of projections,
for all projections i € [k]where e € E|5 (and a ¢ 0,,) will have M5 B¢, e =
/
M\(i'
e According to proposition 5.3.2 for projections where the event does not be-
longs to,

for all projections i € [k] where e ¢ E|5 will have M5 = M|/5.

Based on the above changes in the projections and of, C E|5, the new marking

distributed network will be M’y = I_I,ve[n]f\/lfé where M"é =M, ®ceif e € Ep,
L t

and M"d = Mjs, otherwise.

The new marking in distributed network M’y = H[E[H]M‘/a is same as execut-
L
ing a local event in a projection according to def 5.3.7.



5.3. DCR Graphs - Projection and Composition 141

Hence we can conclude that if M =% M’ in TS(G) then there exists in TS(Ga) a
transition Ma N M’A.

if Ma =5 M/a in TS(Ga) then there exists in TS(G) a transition M SENIVI

According to definition of labeled transition system for network of DCR Graphs
(e.a)

(def 5.3.9), the My —5xn My g, e if Ma kg e and a € li(e).

Further according to execution of a event in distributed marking (def 5.3.7),
Ma Fg: e if there is a locally enabled in the ith dynamic condition response
graph, te. e € 0p, A My, }_0\51 e, a € |5 (e) and result of executing the event in
local component Ml/(i =M, ®q,, €

According to proposition 5.3.1, if we have an event enabled with a label in a
projection, then we can have the same event enabled in the global graph te.

e €opandaeo. Mg }_G‘é e/\!\/l‘g@g‘ée =M —= MFceAMGge =
M AM s =M

|6
Hence e € 0g, A a € 5 (e) A Mg, l_G\éf e N M|/5i = M, e, € = M kg

. . . . .. (e,a)
e AM@&¢ e = M, which s a condition for making a transition M —— M.

Therefore we can conclude that if Ma &9, M’A in TS(CA) then there exists in
TS(G) a transition M =5 M.

By proving the equivalence in both directions, we can conclude that 7S(G) ~

TS(Ga)-

We will now prove that a run is accepting in TS(CQ) if and only if the bisimilar run

is accepting in TS(Ga).

Since TS(G) ~ TS(Ga), both TS(G) and TS(Ga) will have same runs.

Let's say that a run in TS(Ga) is accepting. According to def 53.9, a run in la-
belled transition system for network of DCR Graphs is accepting if for the underlying
sequence of transitions it holds that if Vi € [k], h € [n].(Ve €lnpiNRep; 3j>ie; =

/ v vl / / /
eVe ¢ Inh,j)), where M = [yepn)(Exp i, Inn i, Rep i) and M; = Teq)(Exj, 5, Iny, 5, Rey, ).
In words, a run is accepting/completed if no required response event is continuously
included and pending without it happens or become excluded.

In the network of projected graphs, Vi € [k],h € [n].(Ve € Ins, N Regs, Jj >

l.E’j

=eVed In|/5/”)), where My, = H/VG[”](EXW,U |I']‘5h’[, Re‘(gm) and
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v / / /
MA/' - l_lhe[n](EXmlml |n‘5h,1' Re‘éh,i).

According to proposition 53.1, if there is an enabled event in the local marking
with label, then we can find the same transition in global graph and moreover we
also have same runs in both TS(G) and TS(Ca).

Hence Vi € [k]h € [n].(Ve € Ins, NRe, 3j > iej =eVe ¢ In|/5/ ) =
Viec lkle€lnnNRe.dj > ifle=e; Ve ¢ Inj-)), where M; = (Ex;, In;, Re;) and
M; = (Ex;, Inj, Rej) in the global graph.

According to definition of LTS for def 3.3.10, a run ag, ay, ... of the transition sys-

" (ei.ay) .
tem to be a sequence of labels of a sequence of transitions M; ——— M;;1 starting

from the initial marking and a run to be accepting (or completed) if for the under-
lying sequence of transitions it holds that Vi > 0, e € Re;.dj > i.((e = e;Ve & Inj1)).

Hence we can conclude from Vi € [k],e € In;NRe;.3j > ifle = e; Ve ¢ Inj-)),
where M; = (Ex;, In;, Re;) and M; = (Ex;, In;, Re;) that the run is accepting in TS(G).

Therefore a run is accepting in TS(G) if and only if the bisimilar run is accepting
in TS(Ga).
O

5.3.4 Distribution of Case Management Example

Figure 52 below shows a modified version of case management example in DCR
Craphs taken from the case study described in Sec 4.1.3, primarily focusing on
meeting management and abstracting from the other parts of the case study. As
explained in the case study, the meeting management example involves three par-
ticipants: Landsorganisationen i Danmark (LO) (overarching organization for most of
the trade unions in Denmark), Dansk Arbejdsgiverforening (DA) (Danish employers
organizations) and employees trade union (U).

'{'\,

%o u
Create
Case
LO,DA
— Hold
meeting
u * DA DA
Update Propose | _ + | Accept
Case | g | dates-DA | o DA

Figure 5.2: Arrange meeting cross-organizational case management example
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The DCR Graph shown in the figure 5.2 has 7 events, drawn as boxes with "ears’,
and captures a process of creating a case, agreeing on meeting dates and holding
meetings. The names of the events are written inside the box and the set of actions
for each event, representing the roles that can execute the event, is written inside the
‘ear”. That is, the event Create Case in the upper left has label U and represents the
creation of a case by a case manager at a union (role U). The rightmost event, Hold
meeting has two different labels, LO and DA, representing a meeting held by LO and
DA (the umbrella organization of employers) respectively. The formal specification of
global DCR Graph for arrange meeting example (shown in figure 5.2) is given in the
listing 5.1.

{\\

% | u || Propose
Creatie dates-LO
Case

i
Propose | + | Accept Hald
o | dates-DA | © o DA meeting
£ "
a) Projection  Over b) Projection Over Role DA
] ]

Role U

-
B

e | Propose "-ﬂ Lo 'E‘

I oo T
dates-LO % Accept Hold
* LO meeting

(L Z

Create L +
Case oy . L,%

(c) Projection Over Role LO

Figure 5.3: Projecting of Arrange Meeting Example Over Roles

Listing 5.1: Formal specification of arrange meeting arrangement example

We will use the following abbreviations for the event names in the example.
Create Case(Cc), Update Case(Uc), Propose dates-LO(PdLO),

Propose dates-DA(PdDA), Accept-LO(ALO), Accept-DA(ADA),

Hold meeting(Hm).
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DCR Graph G = (E,M, —e,e—, —0, —»+, =%, L, 1) where

E = {Cc, Uc, PdLO, PdDA, ALO, ADA, Hm}

M= (0,0,E)

—e= {(Cc, Uc), (Cc, PdLO), (PdLO, PdDA), (PdLO, ADA), (PdDA, ALO),
(ALO, Hm), (ADA, Hm)}

e—= {(Cc, PdLO), (PdLO, ADA), (PdDA, ALO), (PdLO, Hm)}

—O0= @

—+= {(PdLO, PdDA), (PdDA, PdLO), (PdLO, ADA), (PdDA, ALO)}
—%= {(Cc, Cc), (PdLO, PdLO), (PdDA, PdDA), (PdLO, ALO),

(ALO, PdLO), (PdDA, ADA), (ADA, PdDA)}

L = {(Cc, U), (Uc, U), (PALO, LO), (PdDA, DA), (ALO, LO), (ADA, DA),
(Hm, LO), (Hm, DA}

L = {(Cc, (Cc, U)), (Uc, (Uc, U)), (PALO, (PALO, LO)), (PdDA, (PdDA, DA)),
(ALO, (ALO, LO)), (ADA, (ADA, DA)), (Hm, (Hm, LO)), (Hm, (Hm, DA))}

Now we will project the global DCR graph for arrange meeting over participant
roles (LO, DA, U) and events belongs to them. As shown in the figure, the pro-
jected DCR Graph subgraphs contains both the events internal and interface events
as defined ib the definition 5.3.1. The interface events or external events are marked
without labels (boxes marked with double lines and no ears). Further all the re-
lations between the events that are necessary for the projected graph (as defined
in the definition 5.3.1-iv to 5.3.1-viii) will also be included. The formal specification
of the projected graphs for arrange meeting example worked out according to the
definition 5.3.1 is given below in the listing 5.2.

Listing 5.2: Formal specification of projected DCR graphs for arrange meeting example
Global DCR graph from the listing 5.1 G = (E,M, —e, 0—, —0, -+, =%, L, |)

Projection over role U
projection parameter 0 = (0, 01) where

0 = {Cc, Uc} and 9 = {(Cc, U), (Uc, U)}

The projected DCR graph over events and labels belonging to U
G‘g = (E‘g, M‘g, —0|5, 8|5, =05, =5, H%‘g, o, l‘g) where
E‘g =0 = {CC, UC}

Mis = (Exs, Rejs, Injs) where
EX|5 =ExnN E‘g =0
Rejs = Re N (6gU —¢ 0¢) = 0
|I‘l‘a =1InN E‘g = E‘b

e5= {(Ce, Uc)}
o— ;=10
—><>‘5= @
—+5= g
%= {(Cc, CO)}

lis = {(Cc, (Cc, U)), (Uc, (Ue, U))}

Projection over role LO
projection parameter 0 = (0, 01) where
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og = {PdLO, ALO, Hm} and
o = {(PdLO, LO), (ALO, LO), (Hm, LO)}

The projected DCR graph over events and labels belonging to LO
G‘b = (E\O' M‘b, —05, 85, =05, =5, —>%‘g, oL, l‘b) where

Eis = {PdLO, ALO, Hm, Cc, PdDA, ADA}

M5 = (Exjs, Rejs, Inj5) where
E><|5 =ExnN E‘g =0
Rejs; = Re N (6gU —0 3) = 0
Ins =InNE;s =Ejs

—e5= {(Cc, PdLO), (PdDA, ALO), (ALO, Hm), (ADA, Hm)}

e— 5= {(Cc, PdLO), (PdDA, ALO), (PdLO, Hm)}

*)O‘B: g

—+5= {(PdLO, PdDA), (PdDA, PdLO), (PdLO, ADA), (PdDA, ALO)}

%%‘5:*&0
lis = {(PdLO, (PALO, LO)), (ALO, (ALO, LO)), (Hm, (Hm, LO))}

Projection over role DA

projection parameter 0 = (0, 0,) where
o = {PdDA, ADA, Hm} and

5. = {(PdDA, DA), (ADA, DA), (Hm, DA)}

The projected DCR graph over events and labels belonging to DA
G‘g = (E‘g, M‘g, —|5, 85, =[5, —>+‘5, —>%‘5, o, lm) where

Ejs = {PdDA, ADA, Hm, PdLO, ALO}

Mis = (Exjs, Reys, Injs) where
EX|5 =ExnN E‘g =0
Rej; = Re N (0gU —0 O¢) = 0
Ins =InNE;s =Es

—e5= {(PdLO, PdDA), (PdLO, ADA), (ALO, Hm), (ADA, Hm)}

o— 5= {(PdLO, ADA), (PdLO, Hm)}

—><>‘5: @

—+ 5= {(PALO, PdDA), (PdDA, PdLO), (PdLO, ADA), (PdDA, ALO)}
—%;= {(PdLO, PdLO), (PdDA, PdDA), (PdLO, ALO), (ALO, PdLO),
(PdDA, ADA), (ADA, PdDA)}

s = {(PdDA, (PdDA, DA)), (ADA, (ADA, DA)), (Hm, (Hm, DA))}

Further, we will use the arrange meeting example from figure 5.3 and show how
events are executed in distributed setting. We assume the arrange meeting example
is projected to a network G/ || Gl || Gl of three DCR Graphs as shown in the
flgure 5.3 and we use abbreviations for the event names as described in listing 5.1.

1. Using sync step, local input, and input we get the transition G, || G} ||
ce U . .
Gl {2, G2 || G} || G& capturing the local execution of the event Cc labelled
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with U in G} which is communicated synchronously to G}o. This updates the
markings by adding the event Cc to the set of executed events in both G} and
G?O. But since Cc has an exclude relation to itself in both G and G?O (see
Fig. 5.2(a) and 5.2(c)), the event is also excluded from the set of included events
in both markings. Finally, because of the response relation to the event PALO
in 6110 (see Fig. 5.2(c)), the event PALO is added to the set of required responses

in the resulting marking G7..

We can now execute the event PALO in the DCR graph GIZO concurrently with
the event Uc in DCR graph GZ.

As the event Uc is only local to G2 we get by using local step the transition

Uc,U .
a2l Gl G Wel), G2 || Gl || G& that only updates the marking of GZ.

'da
In addition to being local to GZZO, the event PdLO is also external event in graph
Gg,a, so as in the first step by using sync step local input, and input we get

. PdL0,LO
the transition G} || G}, || G (Pao b2, G2 || G3, || G}, where the event
1

PALO has been added to the executed event set of both the marking of G,
and Glzo. Again, because of the self-exclusion relations, the event PdLO is also
excluded from the sets of included events in the two markings, and because of
the response relations, the events ADA and Hold meeting are added to the set
of pending responses in G;a and the event Hold meeting is added to the set of

pending responses in 6,20‘

In response to the dates proposed by LO, the DA may choose to propose new

dates by executing the event PdDA in the graph graph G?

'da
PdDA, DA S .
Gy || G3, 1| G} {papa DA, G || G2, || G} This triggers the exclusion of the

events PADA and ADA and the inclusion of the events PALO and ALO in the
markings of both G, and G},. It will also include the event ALO in the required
response set in the resulting marking 6140-

Now LO may choose to accept the new dates proposed by DA by executing the
event ALO in the graph graph G}

I1,, giving the transition
3 3 4 (aLo,LO
GL/ H Gda H Glo

) 4
———— G} || G}, || G. This records the event ALO as
executed in markings of both Gfm and G?O and excludes PALO in both markings
(Le. it is not possible to propose new dates after acceptance).

Since the event ALO is recorded as executed in markings of both GJ, and G},
and the event ADA is excluded, the hold meeting event Hold meeting will be

enabled in both graphs 6150 and Gj,a. The LO may choose to hold the meeting,
. . (Hold meeting,| O)

giving the transition G} | =Gl || G, ———— G2 || G, || G

Note that this event is also communicated to DA, added to the set of executed

events and removed from the set of pending responses. Since there are no

pending responses in any of the local graphs the finite run is in an accepting

state.
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5.4 Distribution of Nested DCR Graphs

In this section, we define the notion of projection of a nested DCR Graphs, restricting
the graph to a subset of the events, and also we define a technique for distributing a
nested DCR Craph as a set of local nested DCR Graphs obtained as projections and
communicating by notifications of event executions.

5.4.1 Projections

A nested DCR Graph G is projected with respect to a projection parameter 6 =
(Op, 01), where 0 C E is a subset of the events of G satisfying that >(0g) C O, Le.
the subset is closed under the super event relation, and o, C L is a subset of the
labels. The intuition is that the graph is restricted to only those events and relations
that are relevant for the execution of events in og and the labeling is restricted to the
set 01. The technical difficulty is to infer the events and relations not in o, referred
to as external events below, that should be included in the projection because they
influence the execution of the workflow restricted to the events in O.

The formal definition of projection for nested DCR Graphs is given in 5.4.1 below.
It generalizes the definition of projection introduced in [Hildebrandt et al. 2011d] for
DCR Graphs to support nesting and milestones.

Definition 5.4.1. IfG = (E, >, M, —e, 80—, =0, —+, =%, L, () then G5 = (E|5, |5, M|5, —9|5
, @5, =05, —+(5, —%|5, 0L, [|5) (s the projection of G with respect to 6 C E where:

(i) E‘g =— O, for —»= U ¢, and C = {id, —ob eb b b —>O/ob, ool
ceC
—tb_seb ﬁ%b—nb, b seb 5%? sob }
([i) D‘g(e) = D(e), ife e E‘g
le)No, ife€ o
(iii) tis(e) = e)na ‘ =
@ ifee E|5\5E

(iv) Mis = (Exjs, Rejs, Ins) where:

(a) Exis = ExNEs
(b) Rejs = Re N (6 U —0" G
(c) Injs = In N (S U —e" ¢ U =0’ )

(v) —es=—e ﬁ((—>ob5E) X Of)
(Vi) o—5=0— N((0—"—0"F) x (—o"5g)) U ((e—°0) x Og))
(vii) —o5=—0 N((—"5) x O)
(viii) —+s=—+ ﬁ(((—>+b5g) X O ) U ((—+"—"5g) x (—eP5¢) U ((—+"—0"5g) x
(—><>b5g))
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(ix) —%j5=—% N ( (=% 82) % B8 ) U ((—%° —e" 5 ) x (—e® 3 ) U ((—%0 b 8¢ ) x (0P 3¢ ) )

(i) defines the set of events in the projection as all events that has a relation
pointing to an event in the set o, where the relation is either the identity relation
(Le. it is an event in Og), one of the core relations (flattened) or the relations such

as .ﬁb

—o? which includes all events that triggers as a response some event that
is a milestone to an event in og or the relations that include/exclude conditions and
milestones to an event in the set Og.

Events in E|5\0r are referred to as external events and will be included in the
projection without labels, as can be seen from the definition of the labeling function
in (iii). As we will formalize below, events without labels can not be executed by a
user locally. However, when composed in a network containing other processes that
can execute these events, their execution will be communicated to the process.

(iv) defines the projection of the marking: The executed set is simply restricted to
the events in E 5. Further, the included event set is restricted to events in projection
parameter (0g) plus condition and milestone events to events in projection parameter.
Finally the responses are restricted to events in o0 and events that have a milestone
relation to an event in O because these are the only responses that will affect the
local execution of the projected graph. Note that these events will by definition be
events in E|s but may be external events.

Finally, (v) - (ix) state which relations should be included in the projection. For
the events in o all incoming relations should be included. Additionally response
relations to events that are a milestone for an event in og are included as well.

To define networks of communicating nested DCR Craphs and their semantics
we use the following extension of a nested DCR Graph adding a new label to every
event.

Definition 5.4.2. For an DCR Graph G = (E, >, M, —e, e—, =0, —+, =%, L, () define
G = (E, >, M, —e, 0, =0, >4, =%, L U {e}, [¢), where [ = l(e) U {e} (assuming
that € & L).

We are now ready to state the key correspondence between global execution of
events and the local execution of events in a projection.

Proposition 5.4.1. Let G = (E, >, M, —e, 0—, =0, —+, =%, L, [) be a nested DCR Graph
and Gy its projection with respect to a projection parameter 0 = (0g, 0L). Then and
G5 its projection with respect to a projection parameter 6 = (0g, o). Then

1. fore € g and a € , it holds that M F e AM @ e = M A M|/5 =M" if and
only [ff\/l|5 l_G‘(; eN M‘g @0‘5 e =M,

2 for e ¢ Ej it holds that M Fq e AM@c e = M’ implies M5 = M"é,
3 fore € Ej5 (and a & oy) it holds that M ¢ e AM@c e = M’ implies Mis®q, e =

M.
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Proof. According to definition when an event is enabled and the result of executing
an event for nested DCR Graphs 4.1.4,

an event in nested graph is enabled if it is enabled in the flattened graph. M F ¢ e,
fMEq e

Similarly, the result of executing M @¢ e same as executing the event in flattened
graph and it is defined as: M@ e = (Ex,Re, In) & e.

Moreover the marking M of a nested DCR Graph is same as its flattened DCR Graph.

Hence the above 3 propositions for a nested DCR Graph can be proved based on
the similar lines as those propositions for a DCR Graph (propositions 5.3.1, 5.3.2 and
5.3.3).

O]

5.4.2 Distributed Execution in Nested DCR Graphs

Intuitively, a vector of projection parameters is covering if every event is included in
at least one projection parameter and every label that is assigned to an event occurs
at least once together with that event.

Definition 5.4.3. We call a vector A = (01, ..., 0k) of projection parameters covering
for some DCR Graph G = (E, >, M, —e, 0—, —0, -+, =%, L, [) if:

1. | ) 6e = E and
i€lk]

2 (VaelVecEacle)= Gickle € deihacd,

The marking of nested DCR Graph is same as marking of its flattened DCR Graph
(def 4.1.4) and furthermore the network semantics of DCR Graphs are defined based
markings of networks. Therefore the network of nested DCR Graphs is same as
the network of DCR Graphs, and hence we use the same definitions on network of
DCR Graphs (def 5.3.6, 53.7, 53.8 and 5.3.9).

We now give the main technical theorem stating that a network of nested DCR Craphs
obtained by projecting a nested DCR Graph G with respect to a covering vector of
projection parameters has the same behavior as the original graph G. Thm. 5.4.1 be-
low now states the correspondence between a nested DCR Graph and the network
of nested DCR Graphs obtained from a covering projection.

Theorem 5.4.1. For a nested DCR Graph G and a covering vector of projection
parameters A = (d1,..., On) it holds that TS(G) is bisimilar to TS(Gp), where
CGa = MiginGs,. Moreover, a run is accepting in TS(G) if and only if the bisimi-
lar run is accepting in TS(Gp).

Proof. The marking of nested DCR Graph is same as marking of its flattened DCR Graph
(def 4.1.4). Furthermore the labeled transition system TS(G) for nested DCR Graph
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(def 4.1.5) is defined in terms of markings, which is same for both nested DCR Graph
and its flattened DCR Graph.

The labeled transition system (7 S(Gp)) for network of projected nested DCR Graphs
is same as network of projected DCR Graphs.

Therefore using proposition 5.4.1 and following the theorem 5.3.1 we can easily prove
that TS(G) ~ TS(Ca).

Similarly following the theorem 5.3.1, we can also prove that a run is accepting
in TS(Q) if and only if the bisimilar run is accepting in TS(Ga) as the accepting
condition for a run only depends on the markings of nested DCR Graph, which is
same as its flattened DCR Graph.

O]

The generality of the distribution technique given above allows for fine tuned
projections where we select only a few events for a specific role and actor, but in
most cases the parameter is likely to be chosen so that the projected graph shows
the full responsibilities of a specific role or actor. A set of nested DCR Graphs
can be maintained and executed in a distributed fashion, meaning that there is a
separate implementation for every graph and that the execution of shared events is
communicated between them. Through the distributed execution of projected graphs,
nested DCR Craphs can be used as a (declarative) choreography model to the line
of work (on typed imperative process models) in [Carbone et al. 2007]: The original
graph can be seen as the choreography, describing how the system as a whole should
function, from which we project multiple end-points for individual roles or actors that
can be implemented independently.

5.4.3 Distribution of Healthcare Workflow

In Fig. 5.4 below we show the graphical representation of the nested Dynamic Condi-
tion Response Graph formalizing a variant of the oncology workflow studied in [Lyng
et al. 2008]. In this section we informally describe the formalism and the distribution
technique formalized in the previous section using the example workflow.

As explained before, the boxes denote activities (also referred to as events in the
following sections). Administer medicine is a nested activity having sub activities give
medicine and trust. Give medicine is an atomic activity, t.e. it has no sub activities.
Trust is again a nested activity having sub activities sign nurse 1 and sign nurse 2.
Finaly, medicine preparation is a nested activity having seven sub activities dealing
with the preparation of medicine. An activity may be either included or excluded, the
latter are drawn as a dashed box as e.g. the edit and cancel activities.

A run of the workflow consists of a (possibly infinite) sequence of executions of
atomic activities. (A nested activity is considered executed when all its sub activities
are executed). An activity can be executed any number of times during a run, as long
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Figure 5.4: Oncology Workflow as a nested DCR Craph

as the activity is included and the constraints for executing it are satisfied, in which
case we say the activity is enabled.

The constraints and dynamic exclusion and inclusion are expressed as five differ-
ent core relations between activities represented as arrows in the figure above: The
condition relation, the response relation, the milestone relation, the include relation,
and the exclude relation. The condition relation is represented by an orange arrow
with a bullet at the arrow head. E.g. the condition relation from the activity sign doc-
tor to the activity don't trust prescription(N) means that sign doctor must have been
executed at least once before the activity don't trust prescription(N) can be executed.

The response relation is represented by a blue arrow with a bullet at its source.
E.g. the response relation from the activity prescribe medicine to the activity give
medicine means that the latter must be executed (at some point) after (any execution
of) the activity prescribe medicine. We say that a workflow is in a completed state
if all such response constraints have been fulfilled (or the required response activity
is excluded). However, note that a workflow may be continued from a completed
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state and change to a non-completed state if an activity is executed that requires
another response or includes an activity which has not been executed since it was
last required as a response. Also note that the response constraint may cause some
infinite runs to never pass through a complete state if the executed activities keep
triggering new responses.

The third core relation used in the example is the milestone relation represented
as a dark red arrow with a diamond at the arrow head. The milestone relation
was introduced in [Hildebrandt et al. 2011¢] jointly with the ability to nest activities.
A relation to and/or from a nested activity simply unfolds to relations between all
sub activities. A milestone relation from a nested activity to another activity then
in particular means that the entire nested activity must be in a completed state
before that activity can be executed. E.g. medicine preparation is a milestone for the
activity administer medicine, which means that none of the sub activities of administer
medicine can be carried out if any one of the sub activities of medicine preparation
is included and has not been executed since it was required as a response.

Two activities can be related by any combination of these relations. In the graph-
ical notation we have employed some shorthands, e.g. indicating the combination of
a condition and a response relation by and arrow with a bullet in both ends.

Finally, DCR Graphs allow two relations for dynamic exclusion and dynamic
inclusion of activities represented as a green arrow with a plus at the arrow head
and a red arrow with a minus at the arrow head respectively. The exclusion relation
is used in the example between the cancel activity and the treatment activity. Since
all other activities in the workflow are sub activities of the treatment activity this
means that all activities are excluded if the cancel activity is executed. The inclusion
relation is used between the prescribe medicine activity and the manage prescription
activity.

The run-time state of a nested DCR Graph can be formally represented as a pair
(Ex, Re, In) of sets of atomic activities (referred to as the marking of the graph). The
set Ex is the set of atomic activities that have been executed at least once during
the run. The set Re is the set of atomic activities that, if included, are required to be
executed at least one more time in the future as the result of a response constraint
(i.e. they are pending responses). Finally, the set /n denotes the currently included
activities.

The set Ex thus may be regarded as a set of completed activities, the set Re as
the set of activities on the to-do list and the set In as the activities that are currently
relevant for the workflow.

Note that an activity may be completed once and still be on the to-do list, which
simply means that it must be executed (completed) again. This makes it very simple
to model the situation where an activity needs to be (re)considered as a response
to the execution of an activity. In the oncology example this is e.g. the case for the
response relation between the don't trust prescription(N) activity (representing that
a nurse reports that he doesn't trust the prescription) and the sign doctor activity.
The effect is that the doctor is asked to reconsider her signature on the prescription.
In doing that she may or may not decide to change the prescription, iL.e. execute
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prescribe medicine again.

We indicate the marking graphically by adding a check mark to every atomic
activity that has been executed (i.e. is included in the set Ex of the marking), an
exclamation mark to every atomic activity which, if included, is required to be executed
at least once more in the future (Le. is included in the set Re), and making a box
dashed if the activity is not included (i.e. is not included in the set In of the marking).
In Fig. 5.4 we have shown an example marking where prescribe medicine has been
executed. This has caused manage prescription and its sub activities edit and cancel
to be included, and sign doctor and give medicine to be required as responses, i.e the
two activities are included in the set Re of the marking (on the to-do list).

2. treatment

a

medicine
preparation

prescribe sign

don't trust
prescription(CP)

don't trust
prescription(i)

Figure 5.5: Projection over doctor's role (D)

As described above, an activity can be executed if it is enabled. Sign doctor
is enabled for execution in the example marking, since its only condition (prescribe
medicine) has been executed and it has no milestones. Give medicine on the other
hand is not enabled since it has the (nested) activity trust as condition, which means
that all sub activities of trust (sign nurse 1 and sign nurse 2) must be executed before
give medicine is enabled. Also, both give medicine and trust are sub activities of
administer medicine which further has sign doctor as condition and milestone, and
medicine preparation as milestone. The condition relation from sign doctor means
that the prescription must be signed before the medicine can be administered. The
milestone relations means that the medicine can not be given as long as sign doctor
or any of the sub activities of medicine preparation is on the to-do list (i.e. in the set
Re of pending responses).

Every activity should not be available to any user of the workflow system. For
this reason the commercial implementation of the workflow management system pro-
vided by Resultmaker employs a role based access control, assigning to every atomic
activity a finite set of roles and assigning to every role a set of access rights con-
trolling if the activity is invisible or visible to users fulfilling the role. If an activity
is visible it is specified wether the role are allowed to execute the activity or not.
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Users are either statically (e.g. by login) or dynamically assigned to roles (e.g. by
email invitation).

____________ o treatment

medicine preparation

— e

accapt don't trust
prescription{GP)

prescription
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preparation — sign PA

|
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prescription(N) |
[ ]
<

&
- — don't trust
adr:mister medlc:ne - slgn CP preparation(CP)
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— preparation{N)

Figure 5.6: Projection over nurse role (N and NT)

In the formalization presented in previous section, the assigned roles are given as
part of the name of the activity. In the graphical representation we have shown the
roles within small "ears’ on the boxes. In the example workflow we have the following
different roles: Doctor (D), Controlling Pharmacist (CP), Pharmacist Assistant (PA)
and Nurse (N). Hereto comes roles N1 and N2 which must dynamically be assigned
to two different authorized persons (nurses or doctors). This is at present the only
way to implement the constraint stating that two different authorized persons must
sign the product prepared by the pharmacists before the medicine is administered
to the patient. Future work will address less ad hoc ways to handle these kind of
constraints between activities referring to the identify of users.

The technique for distributing DCR Graphs introduced in [Hildebrandt et al. 2011d)]
and extended in the present paper is a first step towards supporting this kind of split-
ting of workflow definitions. Given any division of activities on local units (assigning
every activity to at least one unit) it describes how to derive a set of graphs, one for
each unit, describing the local part of the workflow. Such a local process, referred
to as a projection is again a DCR Graph. It includes the activities assigned to the
unit but also the relevant external activities executed within other units for which an
event must be send to the local process when they are executed. An example of a
projection relative to the activities assigned the doctor role (D) is given in Fig. 5.5.
The diagram shows that the projection also includes the two external activities (in-
dicated as double line boxes) don't trust prescription (N) and don't trust prescription
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Figure 5.7: Projection over control pharmacist role (CP)
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Figure 5.8: Projection over pharmacy assistant role (PA)

(CP). These two activities, representing respectively a nurse and a controlling phar-
macist reporting that the prescription is not trusted, are the only external activities
that may influence the workflow of the doctor by requiring sign doctor as a response.
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Similarly, Fig. 5.6,5.7, and 5.8 shows projections corresponding to the nurse, control-
ling pharmacist, and pharmacist assistant roles. However, if for instance the roles of
the controlling pharmacist and the pharmacist assistant are always assigned to the
same persons one may instead choose to keep all these activities together in a unit.
This can be obtained by simply projecting on all activities assigned either the CP or
the PA role.

For instance, Fig. 5.5 shows the projection with respect to the projection parameter
(Op, 01) where op={manage prescription, edit, cancel, prescribe medicine, sign doctor}
and o ={(edit, D), (cancel, D), (prescribe medicine, D), (sign doctor, D)}. The two events
don’t trust prescription (N) and don't trust prescription (CP) shown with double line
borders are external events included in the projected graph even though they don't
appear in the projection parameter. It is interesting to note that the doctor only needs
to be aware of these two activities carried out by other participants. In comparison,
the projection over the roles for nurses (N and NT) contains all the events since
they may influence (because of the milestone relations) the execution of the events
with roles N and N7. In other words, the doctors can carry out workflows highly
independent of the other activities while the nurses are dependent on any event
carried out by the other roles.

5.5 Summary

In this chapter, we have given a general technique for distributing a declarative
(global) process as a network of synchronously communicating (local) declarative
processes and proven the global and distributed execution to be equivalent using
the DCR Graphs. Our method is based on top-down model-driven approach and
addressed the challenging distributed synthesis problem: Given a global model and
some formal description of how the model should be distributed, can we synthesize
a set of local processes with respect to this distribution which are consistent to the
the global model?

In order to safely distribute a DCR Graph, we have defined a general notion of
projection on the DCR Graphs relative to a subset of labels and events in the sec-
tion 5.3. Here is the key challange is to identify the set of events that must be
communicated from other processes in the network in order for the state of the local
process to stay consistent with the global specification. Further, in order to enable
the reverse operation, building global graphs from local graphs, we have defined
the composition of two DCR GCraphs, essentially by gluing joint events. As a sanity
check, we then proved that if we have a collection of projections of a DCR Graph
that is covering the original graph, then the composition yields back the same graph
in Sec. 5.3.2. We then finally proved to the main technical result, defining networks
of synchronously communicating DCR Graphs and stating (in Thm. 53.1, Sec. 5.3.3)
the correspondence between a global process and a network of communicating DCR
Craphs obtained from a covering projection. Further, we have exemplified the distri-
bution technique on a simple cross-organizational process identified within a case
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study (in Sec. 5.3.4) carried out jointly with our industrial partner Exformatics A/S us-
ing DCR Graphs for model-driven design and engineering of an inter-organizational
case management system.

Moreover, we have extended the safe distribution technique to Nested DCR Graphs
in Sec. 5.4 by distributing a nested DCR Graph as a set of local nested DCR Craphs
obtained as projections and communicating by notifications of event executions. Fur-
ther, we have also exemplified the distribution technique of Nested DCR Craphs on a
healthcare workflow identified during a previous field study at Danish hospitals [Lyng
et al. 2008], which was introduced in Sec. 2.1.3.

Finally, the generality of the distribution technique given in this chapter allows
for fine tuned projections where we select only a few events for a specific role and
actor, but in most cases the parameter is likely to be chosen so that the projected
graph shows the full responsibilities of a specific role or actor. Our distribution
technique is quite generic and the strength of distribution lies in the fact that the
resulting local components are also DCR Graphs, which keep their declarative nature,
therefore they can be further distributed.






CHAPTER 6
Formal Verification, Tools and
Implementation

In this chapter, we will describe the prototype implementation and tools built around
the theory of DCR Graphs to demonstrate the usage of our formal model in modeling
the business processes and workflows. In addition to this, we will also define safety
and liveness properties on the DCR Graphs formally, using the notion of runs and
accepting runs defined on markings of the graph. Further, we will also describe a
method to encode DCR Graphs and use formal verification methods to verify these
properties using SPIN [Holzmann 1997, Holzmann 2004] model checking tool.

First, we will introduce the notion of safety and liveness on DCR Graphs and
define corresponding properties in terms markings of a DCR Graph in Sec. 6.2. In
Sec. 6.3, first we will give a brief introduction to SPIN tool and its modeling language
PROMELA [Spin 2007, then we will describe a method to encode DCR Graphs into
PROMELA, to verify safety and liveness properties in SPIN. Further, we will briefly
mention our experience with verification of safety properties on DCR Graphs using
Zing [Andrews et al. 2004, Fournet et al. 2004] model checker developed by Microsoft
Research. Finally, we will give a overview about tools and implementation that were
built around our formal model in the Sec 0.5.

6.1 Related Work

Verification of business processes based on a wide range formal specification models,
has been studied in the last couple of decades. First of all, many researchers have
studied the problem of formalization and verification of business processes modeled
using UML activity diagrams. The authors in [Eshuis 2002, Eshuis & Wieringa 2004]
have studied semantics of UML activity diagrams by mapping them to clocked tran-
sition system (CTS) [Kesten et al. 1996] and explored formal verification of UML dia-
grams based on their implementation of model checker and also using NuSMV [Cimatti
et al. 2000] symbolic model checker. Further the authors in [Guelfi et al. 2004, Guelfi
& Mammar 2005] have given formal semantics for UML timed activity diagrams and
translated them to PROMELA [Spin 2007] language to do the formal verification with
the help of SPIN [Holzmann 1997, Holzmann 2004, Spin 2008, Ben-Ari 2008] model
checker. The work on UML Statechart Diagrams [Latella & Massink 2001, Latella
et al. 1999 studied the formal verification on behavioral subset of UML state charts
using SPIN model checker, where as the PhD thesis [Porres 2001] on Modeling and
Analyzing Software Behavior in UML, gave formal semantics to UML statecharts and
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provided a method to verify them using VUML [Lilius & Paltor 1999] tool. Finally the
authors in [Knapp et al. 2002] used a different approach and provided verification
support for the timed state machines of a UML model, by compiling them into timed
automata to verify models using UPPAAL [Larsen et al. 1997] model checker.

Petri nets [Reisig 1991, Brauer et al. 1987] is one of most widely used formal-
ism for modeling business processes and also there exists a good number of tools
for static and reachability analysis on Petri nets. Many researchers have formal-
ized current workflow/business process specification standards such as BPMN [Ob-
ject Management Group BPMN Technical Committee 2011}, BPEL [OASIS WSBPEL
Technical Committee 2007] into Petri nets to do formal verification on the business
processes, as there exists a good number of tools for static and reachability analysis
on Petri nets. The authors in [Dijkman et al. 2008 have provided formal semantics
for BPMN in terms of Petri nets to do static analysis on them, whereas authors
in [Dun et al. 2008, Hinz et al. 2005] provided an approach to model and verify busi-
ness processes specified in BPEL by transforming them into ServiceNet, which is a
special class of Petri nets. Further, authors in [Narayanan & Mcllraith 2002] provided
semantics for web service composition in terms of first order logic, which are further
encoded into Petri nets to do an automatic verification, on the other hand authors
in [Yi & Kochut 2004b] developed a design and verification framework for web services
composition based on colored Petri nets. Further, Woflan [van der Aalst 1999b, Ver-
beek & van der Aalst 2000] is a Petri-net-based tool to analyze the correctness of
workflows and business processes specified using Petri-net based formalisms.

Further, automata and process algebras based formalisms have also been used
to model business processes. In [Fu et al 2004al, author have explored analysis of
interacting BPEL web services by transforming them into a guarded automata with
unbounded queues and further converted them into PROMELA code to do verification
in SPIN model checker. In an another approach [Diaz et al. 2005, Dong et al. 2006],
web service choreographies and orchestrations have been verified by converting them
into timed automata and using UPPAAL [Larsen et al. 1997] as the model checker.
Many researchers [Karamanolis et al. 2000, Salaun et al. 2004, Ferrara 2004] used
process algebras as a formalism to model web services and business processes and
verify them using various model checkers. In [Ferrara 2004], authors have presented a
framework based on process algebras for design and verification of services two-way
mapping between abstract specifications written using process algebra and web ser-
vices written in BPEL4WS. Model checking of workflow schemas have been explored
in [Karamanolis et al. 2000], where the authors used Labelled transition systems for
modeling business processes. In [Morimoto 2008], Shoichi Morimoto provided a very
good overview and survey of existing approaches for formal verification techniques
on business processes.

All the above mentioned approaches have explored formal verification using im-
peratives models and modeling languages, where as our work focuses on formal
verification of business processes modeled using declarative modeling primitives.

SPIN [Holzmann 1997, Holzmann 2004, Vardi & Wolper 1986, Spin 2008, Ben-
Art 2008] is a model checking and verification system that supports verification of
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properties against asynchronous process models and distributed systems. Many
researchers [Havelund et al. 1998, Augusto et al. 2003, Guelfi et al. 2004, Guelfi &
Mammar 2005, Janssen et al. 1998] have used SPIN tool for formal verification of
business processes and services. Authors in [Havelund et al. 1998] have used SPIN
to formally verify a multi-threaded plan execution programming language for NASA's
artificial intelligence-based spacecraft control system that was part of the DEEP
SPACE 1 mission to Mars. Further authors in [Janssen et al. 1998] have used SPIN
to verify business processes modeled in AMBER language as part of TestBed project
for business process reengineering where as authors in [Augusto et al. 2003] have
used both SPIN and STep [Bjgrner et al. 2000] tools to verify business processes.

Another major paradigm in business process modeling is the artifact-centric ap-
proach, which strongly argues that data design should be elevated to the same level
as control flows for data rich workflows and business processes. In this area, sev-
eral researchers [Nigam & Caswell 2003, Bhattacharya et al. 2007a, Liu et al. 2007|
have been working with artifact-centric or data-centric workflows and also efforts
has been made to do formal analysis of artifact-centric process models [Gerede
et al. 2007, Gerede & Su 2007, Bhattacharya et al. 2007b, Deutsch et al. 2009]. The
static analysis and verification work in [Gerede et al. 2007, Gerede & Su 2007 fo-
cussed on the procedural version of of the artifact-centric workflows, where as the
later work [Bhattacharya et al. 2007b, Deutsch et al. 2009] studied verification on
declarative version of artifact-centric models. In comparison, the main focus of verifi-
cation work on business artifacts is on data-centric view of processes, where as our
approach is on verifying the declarative business processes where the control flow
is more explicit than data-centric processes.

6.2 Safety and Liveness for DCR Graphs

In this section, we will initiate a study of reasoning about deadlock and liveness
in DCR Graphs and formally define properties for them in terms of markings of a
DCR Graph. The basic motivation behind defining safety and liveness properties is
to use them in the formal verification on DCR Graphs to guarantee the deadlock and
livelock freeness as explained further in the section 6.3 and section 6.4.

6.2.1 Executions and Must Executions

First of all, let is recall the definitions of when an event is enabled (def 3.3.7), the result
of executing an event (def 3.3.8) and an execution (def 3.3.9) from the chapter 3 for easy
readbility, then we will extend these definitions to further define must executions.

Below we formalize in definition. 6.2.1 that an event e of a DCR Graph is enabled
when it is included in the current marking, all the included events that are conditions
for it are in the set of executed event and all the included events that are milestone
events for e are not in the set of responses.
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Definition 6.2.1. For a Dynamic Condition Response Graph G = (E,M, —e, e—, —¢
, =+, =%, L, 1), and M = (Ex, Re, In) we define that an event e € E is enabled, written
Mtc e ife €lnA(lnn —ee) C Ex and (InN —oe) C E\Re.

The definition 6.2.2 below then defines the change of the marking when an event
e is executed: Firstly, the event e is added to the set of executed events and removed
from the set of pending responses. Secondly, all events that are a response to the
event e are added to the set of pending responses. Note that if an event is a response
to itself, it will remain in the set of pending responses after its execution. Finally,
the included events set will be updated by adding/removing all the events that are
included/excluded by e.

Definition 6.2.2. For a Dynamic Condition Response Graph G = (E,M, —e, e—, —¢
,—+, =%, L, [), where M = (Ex, Re, In), event M k¢ e, we define the result of executing
an event e as (Ex, Re, In) @¢ e =qer (ExU {e}, (Re\ {e})U eo—, (InU e >+)\ e —%).

Having defined when events are enabled for execution and the effect of executing
an event we can define finite and infinite executions and when they are accepting. In
the definition 6.2.3, we define that an execution in DCR Graphs is a (finite or infinite)
sequence of markings and an execution is accepting if and only if, any required,
included response in any intermediate marking is eventually executed or excluded.

Definition 6.2.3. For a Dynamic Condition Response Graph G = (E,M, —e, e—, —¢
,—+, =%, L, [) we define an execution of G to be a (finite or infinite) sequence of
tuples {(M;, e;, a;, Mi) }icjx) each consisting of a marking, an event, a label and another
marking (the result of executing the event) such that

i) M =My
i) Vi € [k].a; € [(e))
iit) Vi € [k]M; k¢ e;
v) Vi € [klM! =M, &¢ e
V) Vi€ [k — 1M = M1,

Further, we say the execution is accepting if Vi € [/<].(Ve €lniNRe;dj > ie; =
eVe ¢ In)), where M; = (Ex;, In;, Re;) and M} = (Ex], In}, Re)). Further we denote
the set of all executions and set of all accepting executions by exem(G) and accu(G)
respectively.

Similarly, we define that a must execution is a (finite or infinite) sequence of
markings, where only the events that are required as responses are executed at each
marking and we further say that a must execution is accepting if the included pending
responses in any intermediate marking are eventually executed or excluded.
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Definition 6.2.4. For a Dynamic Condition Response Graph G = (E,M, —e, e—, —¢
,—+, =%, L, ) we define a must execution of G to be a (finite or infinite) sequence
of tuples {(M;, e;, a;, M)}k each consisting of a marking, an event, a label and
another marking such that

) M =My
ii) Vi € [k].a; € [(e))

iii) Yi € [k]M; Fc e; AN e; € Re;
v) Vi € [kJM =M, &¢ e

V) Vi€ [k — 1M = M1,

Further, we say the must execution (s accepting if Vi € [H.(Ve € In;NRe;.3j >
iej=eVe¢ln)) where M; = (Ex;, In;, Re;) and M} = (Ex], I, Ref). Further we
denote the set of all must executions and set of all accepting must executions by
mexem(G) and macepm(G) respectively.

Finally before defining properties on DCR Graphs, we define that a marking (M)
is reachable from another marking (M), if there exists an finite execution from M to
M’ as follows.

Definition 6.2.5. For a Dynamic Condition Response Graph G = (E,M, —e, e—, —0¢
, =+, 2%, L, ) we define that a marking M’ is reachable in G (from the marking M)
if there exists a finite execution ending in M and let My —+(G) denote the set of all
reachable markings from M.

6.2.2 Safety Properties

In this section we introduce and exemplify variations of deadlock freedom as formal
safety properties for DCR Graphs. A DCR Craph is said to be deadlock free if and
only if for any reachable marking, there is either an enabled event or no included
required responses.

Definition 6.2.6. For a dynamic condition response graph G = (E,M, —e, e—, —¢
, —+, =%, L, l) we define that G is deadlock free, if VM’ = (EX’, In, Re’) € My_+.(Je €
EM kg eV (In NRe" = @)

The figure 6.1 shows a DCR Graph and its transitions from different markings,
with sets of included pending responses marked under nodes. The graph shown in
figure 6.1 is not deadlock free, as we can see at the state S3 there is no transition,
which indicates that the marking at S3 does not have any enabled event, but at the
same time it has event a in the included pending responses set, which indicates a
deadlock according to the definition 06.2.6.

On the other hand, the DCR Graph shown in figure 6.2 is deadlock free, even
though the state s3 is non accepting (due to the pending response a), but the marking
at s3 always has an enabled event c.
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(a) non deadlock-free graph (b) state space

Figure 6.1: A non-deadlock free DCR Graph
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Figure 6.2: Deadlock free DCR Graph

In definition 6.2.7, we will define that a DCR Graph is strongly deadlock free if
and only if for any reachable marking there is either an enabled event which is also
a required response or no included required responses.

Definition 6.2.7. For a dynamic condition response graph G = (E,M, —e, e—, —¢
,—+, %, L, l) we define that G is strongly deadlock free, if YM' = (EX, In’,Re’) €
Mys+.(Fe € Re' M k¢ e V (In" N Re" = 0)).

One could wonder about why we have defined a stronger notion of deadlock free-
dom, as it clearly puts more stronger constraint on execution traces. In DCR Graphs,
even though an event is enabled at a particular marking, there is no guarantee that
the event will be executed as the events are executed by the actors at their own
discretion. The only way to specify that an event must be executed is by specifying
the event as required response. For example, the graph in figure 6.2 is deadlock free
and at the state s3 the marking contains only one enabled event ¢, therefore if the
user chooses not to execute the event ¢ (of course he is allowed to do that perfectly
as the event ¢ is not required as response), then it will lead to deadlock. Hence a
deadlock free property in a DCR Graph only guarantees that the graph is structurally
deadlock free by specification, but it does not guarantee about the situations where
an user can create a deadlock by choosing not to execute an enabled event.
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Figure 6.3: Give Medicine example (deadlock free, live, but not strongly deadlock
free)

To understand the motivation behind the strongly deadlock free property more
clearly, let us consider give medicine (prescribe medicine healthcare workflow) ex-
ample as shown in the figure 6.3. The example is a slightly modified version of the
original version (figure 3.8) and here we have added an self exclude relation on pre-
scribe medicine event and removed the response relation between prescribe medicine
and sign, to illustrate the difference between deadlock free and strongly deadlock
free properties.

The state space for the give medicine example, generated by one of our prototype
tools (described in section 0.5) is shown in the figure 6.4. From the state space for
give medicine, one can see that the DCR Graph for give medicine example is deadlock
free, as we have enabled transitions at every state (alternatively we have enabled
events at every reachable marking), but one can observe that the example can easily
end up into deadlock, if the user chooses not to execute an enabled event. More
specifically, at the state S1 the doctor is not compelled to sign the prescription as
sign is not a required response at s1, hence if the doctor chooses not to sign the
prescription then the process will end up in deadlock. Therefore the give medicine
example shown in the figure 0.3 is not strongly deadlock free, but the strongly live
version of give medicine example (which will be introduced in next section) shown in
figure 6.5 is strongly deadlock free.

6.2.3 Liveness Properties

A DCR Graph is said to be live if and only if, in every reachable marking, it is always
possible to eventually execute or exclude any of the pending responses and thereby
continue along an accepting run.

Definition 6.2.8. For a dynamic condition response graph G = (E,M, —e, e—, —¢
, —+, =%, L, [) we define that the DCR Graph is live, if YM' € My_+.acaw(C) # 0.

The give medicine example shown in the figure 6.3 is live, as on can observe
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Figure 6.4: State space for Give Medicine example (deadlock free, live, but not
strongly deadlock free)

in state space shown in the figure 6.4 that from every reachable marking (or state),
there exists a finite execution ending with a marking where there are no included
pending responses, there by making the graph as live according to the definition. In
other words liveness property on DCR Graphs guarantees that it is possible to reach
an accepting state from all reachable markings.

Finally, we say that a DCR Graph is strongly live if and only if, from any reachable
marking there exists an accepting must execution and we define it formally as

Definition 6.2.9. For a dynamic condition response graph G = (E,M, —e, e—, —¢
, =+, =%, L, l) we define that the DCR Graph is strongly live, if YM" € M_«.macaw (G) #
g

Again, to explain the motivation behind the strongly live property, let us refer
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Figure 6.5: Give Medicine example (strongly live)

to the figure 6.3 (and 0.4), where the DCR Graph for give medicine example is live.
Even though it is possible to proceed along the accepting run from every reachable
marking, but it is not guaranteed if the users choose to execute only the events
that are required as responses. For example at the state s1 in the figure 0.4, if the
doctor does not sign the prescription (as it is not required as response), then it is not
possible to proceed along accepting run.

The figure 6.5 shows a strongly live version of give medicine example, where we
have added a response relation between prescribe medicine and sign and the corre-
sponding state space is shown in the figure 6.6. We can observe that, in the revised
example, from every reachable marking, there exits a must execution leading to an
accepting run just by executing the required as response events at every marking.

In the next section, we will describe a method to verify these safety and liveness
properties on DCR Graphs with the help of model checking tools.

6.3 Formal Verification using SPIN

In this section, we will describe about verification of properties on DCR Graphs that
were introduced in the previous section. In order to verify safety and Liveness prop-
erties on DCR Graphs, we will use SPIN [Holzmann 1997, Holzmann 2004, Vardi &
Wolper 1986, Spin 2008, Ben-Art 2008] model checker which is a well known system
for verification of asynchronous process models and distributed systems.

First we will give a very concise introduction to SPIN and its modeling language
PROMELA in the next section, then we will describe how to encode DCR Graphs
into PROMELA in section 6.3.2 and finally we will show how to verify safety and
liveness properties on DCR Graphs in section 6.3.3 and 0.3.4.
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Figure 6.6: State space for Give Medicine example (strongly live)

6.3.1 Brief overview of SPIN and PROMELA lanaguage

In this section, we will give a short description of SPIN [Holzmann 1997, Holz-
mann 2004, Vardi & Wolper 1986, Spin 2008, Ben-Ari 2008] and its modeling lan-
guage PROMELA [Spin 2007] and for more details about SPIN tool and PROMELA
language reference, we encourage readers to refer to SPIN's homepage [Spin 2008].
SPIN is a model checking and verification system that supports verification of proper-
ties against concurrent and distributed processes. The process models or the systems
can be encoded using a modeling meta language called PROMELA [Spin 2007], which
allows for dynamic creation of concurrent processes and communication between the
concurrent processes is handled by either using shared variables or message passing
through buffered channels.

In addition to, some of the language constructs available in PROMELA for specifi-
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cation of correctness of the properties, the properties to be verified against the model
can also be specified using Linear Temporal Logic (LTL) [Pnueli 1977]. The model and
the property can be supplied to SPIN model checker and then it determines whether
the given model satisfies the property or not, by performing verification on the state
space of the model. In case if the model does not satisfy the property, then SPIN
generates an error trace by giving a counter example where the model fails to satisfy
the property, which can be used to further debug the model. SPIN can be invoked in
different modes, for example, given a model specified in PROMELA, SPIN can either
perform random simulations of the execution of the model or it can generate a C
program that performs a an exhaustive verification of the state space for the given
model.

PROMELA is a meta programming language (with syntax little bit similar to C)
containing language constructs for specification of models. In addition to that, it
also has certain constructs for specification of non-deterministic behavior and com-
munication via shared variables and buffered channels for modeling distributed and
concurrent processes. In this section, we will only briefly describe the constructs that
are used in encoding of DCR Graphs into PROMELA.

-lint i, j;
bool flag;
byte index = @;
short count = 8;

Figure 6.7: Data types and variables in PROMELA

6.3.1.1 Data Types and Variables

The basic data types supported in PROMELA are bit or bool, byte, short, int. All the
variables are initialized to 0 and variable assignment is done by using = sign and
equality of variables is done by == as, shown in the figure 06.7.

6.3.1.2 Arrays, Type definitions and Macros

The PROMELA language supports macros definition similar to C language and
macros can be used to define symbols for the program. For example, in the figure 0.8,
at line number 4, we have defined a symbol count, whose value is 10. Declaring
symbols does not use memory as the preprocessor will replace them with actual
values before generating the code for verifier, but they enhance the code readability.
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i

3 E/* Declaring a symbol */

4 | #define count 18

5

68 | /* Array declaration */

7 | bit bit_array[count]

8

. | bit_array[e] = 1;
18
11 | /* declaration of two dimensional array */
12 | typedef twodimensional {short column[count]};
13 | twodimensional matrix[5];
15 |matrix[3].column[8] = 15;

Figure 6.8: Arrays and Type definitions in PROMELA

Regarding data structures, PROMELA supports only arrays and typedef con-
structs. Arrays in PROMELA are built-in data structures and they are supported as
a sequence of data values of same type, which can be accessed by providing the index
indicating the position of the element and array index starts at 0. One such array
declaration for bit (or bool) data type can be seen at line number 7 in the figure 6.8.

Further, support for arrays in PROMELA language is limited to one directional
arrays and this a big limitation in order to model processes, but on the other hand
PROMELA supports typedef to construct compound types. We can declare multi
dimensional arrays using typedef as shown in the code of the figure 6.8, where
declaration of a multt dimensional array and assignment of values to its elements is
glven.

6.3.1.3 Control flow and other constructs

PROMELA supports three different flow constructs if, do and goto, whose semantics
are little bit similar to the corresponding constructs in other programming languages,
but the flow constructs in PROMELA offer non-deterministic choices in executing
one of their flow branches. The sample syntax of if statement is shown in the
figure 6.9. The alternatives of an if statement starts with double colon (:) and an
optional Boolean statement which acts as a guard and then followed by sequence
of statements, which will be executed if that alternative is chosen. PROMELA first
evaluates all guards for the alternatives and if more than one guard is true, then it
chooses an alternative non-deterministically.

For example in the figure 6.9, we can observe that both first alternative (no guard,
so true) and second alternative (guard is true) are validated to true and PROMELA
will choose of the alternatives non-deterministically. If none of the alternatives are
validated to true in a if block, then the else block will be executed. One may
wonder what happens if we don't specify an else block and the guards for none of
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=
[=i]

Y]

byte count = 1;

28

21 Hactive proctype counter()

228 | {

23

24 if

25 v:1 count = count + 1
26 rr (count == 1) -* count = count - 1
27 :: else -» printf("this cannot happenin™);
28 fi

29

3@ assert{count > @)

31

32 do

33 i1 count = count + 1

34 i1 count = count - 1

35 t: (count == @) -» break
36 od

37

33 assert{count);

398 |}

AR

Figure 6.9: Control flow and proctype in PROMELA

the alternatives are validated to true, in such a case process will be get to halt until
one of the alternatives for if blocks is validated to true.

PROMELA has a do construct for repetition, whose syntax is same as if construct
but with the keyword do, as shown in the figure 6.9. The semantics of do is similar
to if, in respect of evaluating guards and executing one of the alternatives non-
deterministically. After executing one of the alternatives, the control returns to the
starting of the do statement and the only way to exit a loop is by using a break
statement.

The state of a variable can only be modified or inspected by processes. The be-
havior of a process in PROMELA is defined in a proctype declaration as shown in the
figure 6.9. The run operator can be used to create a new instance of process, where
as active keyword can be used to instantiate an initial set of processes. Further
PROMELA has assert statement to specify simple safety properties. An assert state-
ment is followed by an Boolean expression and assertion violation will be reported
if expression is evaluated to false (or 0). In addition to assert, PROMELA also has
progress and accept labels prefixes to specify liveness properties.

Even though PROMELA has other constructs for message passing and sharing
values among concurrent processes, we will not describe them here and conclude our
discussion with the description of the above constructs, and refer our reader to the
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PROMELA language reference [Spin 2007] for further details. As we have covered
most important constructs that will be used in the verification of properties on the
DCR Graphs, now we proceed to the next section where we will explain encoding of
the DCR Graphs into PROMELA language.

6.3.2 Encoding DCR Graphs into PROMELA

DCR Graph
Specification

| DCR Verification Tool |

PROMELA
Code

SPIN Model Checker

LTL Formula
(for liveness
properties)

SPIN LTL Compiler

Result /
Error trace

Figure 6.10: Verification of DCR Graphs with SPIN - Overview

In this section we describe encoding of the DCR Graphs into PROMELA language
and the challenges involved in the encoding. First, we will discuss the overall archi-
tecture of verification of properties on the DCR Graphs using SPIN as shown in the
figure 6.10. We have developed a DCR verification tool which takes a DCR Graph as
input in the textual representation using a simple user interface, and the tool will au-
tomatically generate the necessary PROMELA code required for verification of safely
and liveness properties on DCR Graphs. The SPIN model checker will generate a
finite automaton from the PROMELA specification, which will be executed by the
verifier for verification of correctness of the properties specified.

In case of verification of liveness properties, we can optionally specify interesting
properties expressed in Linear temporal logic and the SPIN LTL compiler will gen-
erate a finite automaton call never claim, which will be executed together with the
finite automaton generated for the PROMELA code. The automaton for never claim
represents the behavior that is considered as illegal or undesirable with respect to
the property specified in LTL. When the verifier searches the state space for the au-
tomaton for PROMELA code together with the never claim automaton, basically it
will look for counter examples where the specified property will be violated. In case
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if it finds a counter example where the property will be violated, it report an error
and necessary trace will be generated for the counter example.

The DCR Graphs have events, relations and markings in the form of sets and
hence the basic data structure is lists with event names. Since PROMELA only
supports integer data types, so we have chosen to encode event names in the form
of numeric constants by assigning numeric values to event names starting with O.
In order to minimize the memory and state space in SPIN, we have used byte data
type for encoding the event names. The maximum value for a byte data type is only
255, therefore it will limit the number of events in a DCR Graph to 255. Of course
this will be a limitation for modeling lager DCR Graphs, but in such cases one could
easily change it to short data type which has a maximum value of 32767. Further we
have chosen to use abbreviated event names (for example pm for prescribe medicine)
as symbols for the byte constants in order to improve the readability of PROMELA
code. Of course this will not affect the memory as symbols will be replaced with
their constant values before SPIN generates the code for verifier. The declaration of
symbols for abbreviated event names is shown in the figure 6.11 from line 7 to 12.

Further, PROMELA has only arrays as the basic data structures, so we have no
other go except to use arrays to encode the information about events and relations
in the DCR Graphs. Encoding of event set is straight forward, as we can encode
an event set as an array. But the arrays in PROMELA are of fixed size and the
event sets for state management in the DCR Graphs are dynamically changing in the
number of events. Hence for this reason, we have decided to use bit arrays of fixed
size equal to event count, keep tracking of the existence of an event in a set, by the
bit value present at the position of array index equal to numeric value of the event.
The events sets required for state management in DCR Graphs are declared as byte
arrays as shown in figure 6.11 from line 14 to 18. For example, if we want to indicate
that event give medicine (with numeric value = 2) is included in the set of responses,
then we assign the bit value at index = 2 of the responses array to 1.

Encoding of relations is a bit complicated as PROMELA does has support for
one dimensional array only. Hence we have used typedef construct to define two-
dimensional array to encode the relations of DCR Graphs. For the encoding of rela-
tions, we have followed the same approach as that of encoding event set into byte
array. The typedef definition for two dimensional array and declaration of arrays for
the relations in DCR Graphs is shown in the figure 6.11 from line 20-26. To encode
a relation from one event to other, we have defined a two-dimensional byte array of
size (number of events X number of events) in a matrix layout with row index indi-
cating source event numeric value and the column index indicating destination event
numeric value of a relation and finally a bit value of located at the cross section of
both event indices indicate the existence of a relation. For example, an include rela-
tion from sign to give medicine in figure 6.5 can be encoded in PROMELA as shown
at line number 44 in figure 6.12. Finally, the specification for DCR Graph shown in
the figure 6.3 encoded into PROMELA as shown in the figure 6.12. As part of the
specification, we also write the initial marking, which involves specifying the events
initially included in the process, events which are required as initial responses and
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7 | #define event_count 4

8 | /* Declaration of events */
9 | #define pm @

18 | #define s 1

11 | #define gm 2

12 | #define dt 3

14§ | /* Declarations of Marking */
15 | bit included[event_count];

16 | bit executed[event count];

17 | bit responses[event _count];
18 | bit enabledset[event_count];

281 | typedef twodimensionalarray {bit to[event_count]};
21 | /* Declaration of relations */

22 | twodimensicnalarray condition relation[event count];
23| | twodimensionalarray response_relation[event_count];
24 | twodimensicnalarray include_relation[event_count];
25 | twodimensicnalarray exclude relation[event count];
26| | twodimensionalarray milestone_relation[event_count];

28§ | /* Looping Counters */
29 | byte index = 8;
38 | byte index2 = @;

31 | short executed event count = 8;
32 | bit accepted_marking = 1;
33 | bit accepted state reached = 8;

34 | bit can_execute = 1;

35 | byte loopindex = 8;

36 | /* Not possible to assign -1 to a

37 | byte, so assign it event_count + 1 */

38 | show byte random_event_executed = event_count + 1;
39 | bit any_included pending responses = @;

Figure 6.11: Variable declarations for DCR Graphs in PROMELA

the set of executed events is always empty as shown from line number 59-65 in the
figure 6.12. Note that all data types in PROMELA are initialized to O by default,
hence all the events which are not explicitly mentioned in the initial marking of the
specification are not included in those sets.

Finally, PROMELA does not have procedures or functions to structure the code,
but it has inline construct which can be used to group a sequence of statements
with a given name as shown in the figure 6.12 at line number 41. We will use inline
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—linline model specification()

42 Hf{ /* Specification of DCR Graph */
43 /* Specification of Relations */
44 include_relation[s].to[gm] = 1;
45 include_relation[s].to[dt] = 1;
46

47 exclude_relation[pm].te[pm] = 1;
48 exclude_relation[gm].tc[dt] = 1;
49 exclude relation[dt].tc[gm] = 1;
58

51 response_relation[pm].tc[gm] = 1;
52 response_relation[dt].te[s] = 1;
3

condition_relation[s].to[pm] = 1;
condition relation[gm].tc[pm] = 1;

(W I I, R |
[ =4

condition_relation[gm].to[s] = 1;
7 condition_relation[dt].to[s] = 1;
58
59 = /* Specification of the initial state */
Ga /* Included Actions */
51 included[pm] = 1;
52 included[s] = 1;
53 included[gm] = 1;
54 included[dt] = 1;
55
56 /* Pending Responses */
57 responses[pm] = 1;
68 |}

Figure 6.12: DCR Graph specification in PROMELA

construct to group the statements related to one logical function through out the
PROMELA programs generated from the verification tool.

6.3.3 \Verification of Safety Properties

In this section, we will describe how to verify the safety properties: deadlock free
(Def. 6.2.6) and strongly deadlock free (Def. 6.2.7) using SPIN tool. For the verification
of safety properties, we will the use DCR Graph for the give medicine example (shown
in figure 6.13), which was introduced in the section 6.2.2 on safety properties on
DCR Graphs. The full PROMELA code for verification of a deadlock free property for
the give medicine example is given in the appendix A1 and in this section, we will
take parts of code to explain the main key aspects.
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Figure 6.13: Give Medicine example

183 [Hactive proctype dcrs()

184 | {

185 /¥ Specification of DCR graph */

186 model specification();

187 do

138 -

189 /* Clearing away enabled set */

198 clear_enabled_ewvents();

191 /* Compute which ewents are enabled */

192 compute _enabled events();

193 /* Execute an action non-nondeterministically */
194 nondeterministic_execution();

195 /* Compute state after execution. */

196 compute state after execution();

137 od;

198

199 deadlock_free_label:

2ee printf{"The given DCR graph is deadlock free™);
281 |}

Figure 6.14: PROMELA code for main process

6.3.3.1 Verification of deadlock free property

The overview of logic for verification of safety properties on DCR Graphs is shown in
the figure 0.14, where it shows the logic for the main process function (proctype dcrs),
which will instantiated by the SPIN to generate the code for verifier. The proctype
dcrs contains one main do loop and calls to different inline code blocks.

The first inline code block is model_specification(), which contains the specifica-
tion of the DCR Graphs in PROMELA as described in the previous section. The next
step is to compute the list of enabled events, which has to be computed repeatedly
after execution of an event. The figure 6.12 shows the logic of computing enabled
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78 Finline compute enabled events()
79 | {
a8 index = @;
81 /* Find out which events are enabled */
a2 do /* Loop for outer dimesion, to loop row ount */
83 11 index < ewent_count -
- if
as :: included[index] == 1 -
aa index2 = @;
ar can_execute = 1;
a3 do /* inner loop for 2nd dimension */
89 index2 ¢ ewent _count ->
S@ if
a1 condition_relation[index].toc[index2] == 1 -
92 if
a3 included[index2] == 1 &R executed[index2] != 1 ->
94 can_execute = @;
a5 else -»skip;
=1 fi;
a7 else -»skip;
a3 fi;
99 if
1ea milestone_relation[index].to[index2] == 1 ->
18l if
182 included[index2] == 1 &8 responses[index2] == 1 -»
183 can_execute = @;
1e4 else -»skip;
1e5 fi;
a6 else -»skip;
187 fi;
188 index2 = index2 + 1;
189 else -> break;
118 od;
111 enabledset[index] = (can_execute -> 1 : 8);
112 r:else -» skip;
113 fi;
114 index++;
115 else -> break;
115 od;
117 |}

Figure 6.15: Computing enabled events in PROMELA code

events for a given DCR Graph, where we loop through the list of events in the in-
cluded array and for each event in the included array, we will find out whether all
its condition events included in the current marking are executed or not (line: 90-98
in fig 6.15). Similarly, we also check whether all included milestone events are part
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119 [Finline nondeterministic execution()

128 |{

121 any_included_pending_responses = 8;

122 index = @;

123 do

124 1 index < event_count -3

125 if

126 i1 (responses[index] == 1 ) && (included[index] == 1) ->
127 any_included_pending_responses = 1 ;

128 11 else -» skip;

129 fi;

138 index = index + 1;

131 11 else -» break;

132 od;

133 /* Non deterministic execution for deadleock free. */
134 if

135 :: (enabledset[pm] == 1)} -»> random_event_executed = pm;
136 it (enabledset[s] == 1)} -» random_event_executed = s;
137 i1 (enabledset[gm] == 1) -> random_event_executed = gm;
138 :: (enabledset[dt] == 1) -»> random_event_executed = dt;
139 11 else -

148 if

141 :: (any_included_pending_responses) ->

142 dead_lock_reached: printf("Dead lock reached after ¥u executions!™,
143 executed_ewvent_count);

144 assert(false);

1458 = /* If we dont have any events enabled and

146 no included pending responses, then we exit. */

147 else -» goto deadlock_free_label;

14 fi;

144 fi;

158 |}

Figure 6.16: Non deterministic execution in verification of deadlock free property

of the responses array. Finally, the enabledset will be updated with status of events
enabled. Before computing the enabled events, the inline block clear_enabled_events
will be called to clear the bit values of the events enabled.

The next and most important part is nondeterministic_execution() inline block,
which contains the code for executing one of the enabled events from the enabled-
set as shown in the figure 6.16. First, we will calculate if there are any included
pending responses in the current marking and then based on the status bit of the
events in the enabledset, we will generate options to execute an event. In our formal
verification, the execution of an event is nothing but assigning the numeric value
of the event selected for execution to a variable called random_event_executed. As
shown in the figure 6.16 from line 134-139, different alternatives for if block will be
generated assigning a particular event to random_event_executed variable with a
guard based on the status of the bit value in the enabledset. During verification of
the model, the SPIN will evaluate these guards and short list the alternatives for
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which guards are evaluated to true and then it will execute one of the alternatives
non-deterministically. In case if none of the alternatives statements are enabled for
execution, which indicates a state where none of the events are available for execu-
tion, then the SPIN will execute the statements following else option, where it leads
to 2 alternative statements.

If there are any included pending response events in the process, then it will lead
to a deadlock situation according to Def. 6.2.6 and the verification will be forced to
stop and raise an error by executing the assert statement with value false. On the
other hand, if there are no included pending responses, then the marking is accepting
and hence the program will jump to deadlock_free_label, which is defined at the end
of the program and there by the program terminates. If there are enabled events
in every marking, then the else block will never gets executed and the do loop will
continue forever without breaking out, but SPIN is intelligent enough to trace the
cycles of the states and then it terminates after inspecting all the states for the
automaton.

. Administrator: Command Prompt

E:\PhDwork\Tools\jspin’bin\spin.exe -a Givemedicine-nonstronglydedalockfree_dead
lockfree_Promelacode-revised.c

E:\Pthork\Tools\ﬁspin)c:\minaw\bin\gcc.exe -DSAFETY -o pan pan.c
In file included from pan.c:3@:@:

pan.h:93:2: warning: initialization makes pointer from integer without a cast
pan.h:95:2: warning: initialization makes pointer from integer without a cast

E:\PhDwork\Tools\jspin>pan -X -n

(Spin Version 6.0.0 -- S December 2010)
+ Partial Order Reduction

Full statespace search for:
never claim (none specified)
assertion violations
cycle checks (disabled by -DSAFETY)
invalid end states

State-vector 112 byte, depth reached 1368, errors: @
2538 states, store
13 states, matched
2551 transitions (= stored+matched)}
B atomic steps
hash conflicts: @ (resolved)

2.794 memory usage (Mbyte)

pan: elapsed time B.002 seconds
E:\PhDwork\Tools\jspin>

Figure 6.17: Verification of deadlock free property in SPIN - Console output

The generated PROMELA code can be verified by using the spin.exe in the com-
mand prompt and the output generated is shown in the figure 6.17. First, by using
the SPIN command with -a will generate the verifier code from the PROMELA spec-
ification and it will output a set of C files pan.”, which can be further compiled with
C-compiler to produce an executable verifier. The executable verifier (pan) can be
called with -X option to output the results to the command prompt. If the verifier
finds any violations of correctness claims, it will report an error, otherwise the claims
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for the correctness are valid. In this case, our claim that the give medicine shown in
the figure 6.13 is deadlock free is valid as the verifier fails to find any errors.

6.3.3.2 Verification of strongly deadlock free property

121 [Hinline nondeterministic_execution()

122 | {

123 any_included pending_responses = 8;

124 index = @;

125 do

128 t: index ¢ event_count -3

127 if

128 1t (responses[index] == 1 ) && (included[index] == 1) -3
129 any_included _pending responses = 1 ;

13e 11 else -» skip;

131 fi;

132 index = index + 1;

133 11 else -» break;

134 od;

135 /* Non deterministic execution for strongly deadlock free. */
1386 if

137 :: (enabledset[pm] == 1) && (responses[pm] == 1 ) -
138 random_event_executed = pm;

139 11 (enabledset[s] == 1) 8& (responses[s] == 1) -»

148 random_event_executed = s;

141 (enabledset[gm] == 1) && (responses[gm] == 1 ) -»
142 random_event_executed = gm;

143 (enabledset[dt] == 1) && (responses[dt] == 1) -»
144 random_event_executed = dt;

145 else -

146 if

147 :: (any_included_pending_responses) -»

148 strongly _dead_lock_reached:

149 printf("strongly dead lock reached after ¥u executions!™,
158 executed _event_count); assert(8);
151§ /* If we dont have any enabled ewvents and no*/
152 /* included pending responses, then we exit. */
153 else -» goto strongly_deadlock_free_label;

154 fi:

155 fi;

156 |}

Figure 6.18: Non deterministic execution for strongly deadlock free property

In this section, we will verify the strongly deadlock free property (def 6.2.7) on the
same give medicine example (shown in figure 0.13) used in verification of deadlock
free property. We have observed that the give medicine example is deadlock free, but
it is not strongly deadlock free as per the discussion in sec 6.2.2. Therefore, we will
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use the same deadlockfree give medicine example and verify whether it is strongly
deadlock free or not using the SPIN tool.

The full version of the PROMELA code generated by the DCR verification tool
for the strongly deadlock free property is appended in the appendix A.2, however we
will use important parts of the code to explain the key differences. The PROMELA
code for strongly deadlock free property is almost same as the code for deadlock
free property, except the code in inline nondeterministic_execution, which is shown
in figure 6.18. One can observe that guards for alternatives (line 136-144) under the if
block for non deterministic execution generated for strongly deadlock free property,
now contains an additional condition saying that the enabled event must also be part
of the required response set.

@ Administrator: Command Prompt

E:\PhDwork\Tools\pc_spinél@’spin.exe -a Givemedicine_strongdeadlock_Promelacode.
c

E:NPhDwork\Tools\pc_spinél@>c:\mingwN\binNgcc.exe -DSAFETY -o pan pan.c

E:\PhDwork\Tools\pc_spinél@ipan -X
assertion violated @ (at depth 357)
wrote Givemedicine_strongdeadlock_Promelacode.c.trail

(Spin Version 6.1.8 -- 4 May 2811)
Warning: Search not completed
+ Partial Order Reduction

Full statespace search for:
never claim (none specified)
assertion violations
cycle checks (disabled by -DSAFETY)
invalid end states

State-vector 112 byte, depth reached 357, errors: 1
358 states, store

@ states, matched
358 transitions (= stored+matched)
@ atomic steps
hash conflicts: @ (resolved)

2.539 memory usage (Mbyte)

pan: elapsed time B.800Z2 seconds
E:\PhDwork\Tools\pc_spin&l@>

Figure 0.19: Verification of strongly deadlock free property in SPIN - Console output

The PROMELA code for strongly deadlock free property can be verified in the
SPIN using the same commands described above for the deadlock free and we can
observe that now the claim for correctness of strongly deadlock free property fails
with the console output shown in the figure 6.19. In case the SPIN finds a violation
of the claim for correctness of a property, it will generate a error trail by giving
the state details where the claim has been violated. One can use -t option on the
SPIN command to explore the trail and the output of the trail for violation of strongly
deadlock free property on give medicine example is shown in the figure 6.20.
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| Administrator: Command Prompt [_[Of>
i
P

jE : "\PhDwork\Tools\pc_spin6l@>spin.exe -t Givemedicine_strongdeadlock_Promelacode.
HC

Strongly dead lock reached after 1 executions'!spin: Givemedicine_strongdes
dlock_Promelacode,c: 144, Error: assertion violate

in: text of failed assertion: assert(@)
: trail ends after 358 steps

condition_relationl
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Figure 6.20: Error trail for violation of strongly deadlock free property in SPIN

6.3.4 Verification of Liveness Properties

In this section, we will describe how to check liveness properties on DCR Graphs
using the SPIN tool. In contrast to the safety properties that are verified on finite
runs, liveness properties are verified on infinite runs and thereby difficult to verify
them. But fortunately the SPIN tools has good support for verification of liveness
properties by the specifying the correctness properties using Linear Temporal Logic
(LTL). In the SPIN [Holzmann 1997] the correctness property specified in LTL will
be automatically converted into a Blchi automaton using the technique specified
in [Gerth et al. 1995]. In order to verify the correctness of the claim, the SPIN uses
negation of the specified LTL formulae to generate a never claim automaton. It tries
to prove the correctness of claim by finding the intersection of the language of the
system and the never claim is empty. On the other hand, if it finds an execution
sequence that matches negated correctness claim, it reports it as error by providing
the counter example in the error trail.

Another important challenge is modeling executions of DCR Graph that are ac-
cepting. As per the definition 6.2.3, an execution is accepting if any required in-
cluded response in any intermediate marking are eventually executed or excluded
(Vi € [k].(Ve € In;NRe;.Fj > iej = eVe ¢ In}))). In other words, there should
be any included response event left without execution or excluded for a execution to
be accepting. In order to model this condition, we will use same formal technique of
mapping DCR Graphs to Biichi automata from the section 3.3.4, where the accepting
condition for DCR Graphs is characterized by mapping to Bilichi automaton (defini-
tion 3.3.17). First we will describe the mapping informally and then show how it is
encoded into PROMELA code for verification of liveness properties.

In the definition 3.3.17, in order to make sure that no event stays for ever in the
included pending response set, we use multiple copies of the state space by adding
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288 =active proctype dcrs()

281 | {

282 /#* Call model_specification()®/

283 model_specification();

284 do

285 i

286 /* Clearing away enabled set */

287 clear_enabled_events();

2881 E /* Compute which ations are enabled based
289 on latest execution set =/

298 compute_enabled_events();

291 /* Execute an action non-nondeterministically */
292 nondeterministic_execution();

293 /* Compute include response sets and m-set etc */
294 compute_include_response_sets();

295§ /* Compute minimum values for include

296 response sets and m-set etc */

297 compute_set_minimum();

298 /* Compute state accepting conditions */
299 check state acceptance condition();

308 /* Compute state after execution. */

3e1 compute state after execution();

382 od;

383 end_state: printf("End state reached after %u",
384 executed_event_count);

385 |}

Figure 6.21: Specification of global process for liveness properties

a state index to the marking (index i) . All the events in the event set are ranked
according to some numerical order and after execution of every event, we will compute
a minimum responses set (M) containing the included response events whose rank
is greater than the state index (M, = {e € In" N Re" | rank(e) > i}). In case M,
is empty, we will use the included pending responses set (In N Re) in place of M,
set and in any case we compute the minimum element of the sets. In case the event
executed is same as the minimum element of the responses set (M, or In N Re), then
we mark the state as an accepting state to indicate progress and jump to next copy
of the state with state index i = i + 1. In this way, we can make sure that no event
is left over in included pending responses set with out being executed or excluded.

The global process specification in PROMELA for liveness properties is shown
in the figure 6.21 and it contains inline code blocks to compute the minimum of M,
set or In N Re set as explained above. The most important part of verification of
liveness properties is the inline block to check whether a marking is accepting or
not as shown in the figure 6.22. If the event executed is the minimum of M, or set
of included pending responses or if there are no included responses, then we mark
the state as accepting by assigning the variable accepting_state_visited to 1 and
mark these states with progress labels. In the other case where we don't make any
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progress, we assign accepting_state_visited to 0 to indicate that the the state is non
accepting.

244 Einline check_state acceptance_condition()

245 |{

246 if

247 /* If no pending responses in the next set. */

2438 :: (include_response_nextstate set count == 8) ->

249 progress_state_B: accepting state visited = 1;

258 :: ((m_set _count > @) && (acceptable responses set[min_m_set])) -»

251 progress_state_1: accepting_state visited = 1; state_index = min_m_set ;
252 :: ((m_set count == B) &% (min_include response_current < ewent_ count)
253 && (acceptable responses set[min_include response_current])) -»
254 progress_state_2: accepting state visited = 1;

255 state_index = min_include_response_current ;

256 /* Otherwise dont change the state index. */

257 r: else -» accepting state visited = @;

258 fi;

259 |}

268

Figure 6.22: Computation of accepting marking

Further, we verify the liveness properties by specifying the correctness claim by
specifying that [| <> accepting_state_visited in LTL and SPIN will generate never
claim for the negation of the property specified as shown in figure 6.23. Finally,

c_spinbl@>spin.exe -f "!'([]1<> accepting_state_visited )"
1<> accepting_state_visited %/

((accepting_state_visited))) -> goto accept_S4
-? goto TW_init

((accepting_state_visited))) -> goto accept_S4

E:\PhDworkxTools\pc_spin&ld>

Figure 6.23: SPIN never claim for [| <> accepting_state_visited

we can save the never claim in a separate file and generate the verifier for the
model along with the file containing never claim, which can be further verified in
SPIN as explained in the previous section to verify liveness properties. The full
PROMELA code generated by the DCR verification tool for liveness and strongly
liveness properties are appended in the appendix A3 and A4 respectively.
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6.4 Formal Verification using ZING

In this section, we briefly describe our efforts to do formal verification of DCR Graphs
using Zing [Andrews et al. 2004, Fournet et al. 2004] model checker developed by
Microsoft Research. Zing is a model checker for concurrent programs that manipulate
the heap, by using boundaries that exist in the program. It has a modeling language
for expressing concurrent models and a modeling checker for verification programs
written in Zing language.

| have come across Zing tool while visiting Microsoft Research India on my stay
abroad and explored using Zing as a model checker for verification of properties on
DCR Graphs. The basic motivation for exploring Zing tool as against SPIN model
checker can be explained as follows.

1. The Zing language has rich set of constructs for modeling programs and pro-
cesses. Like PROMELA and other the modeling languages, Zing has support for
concurrency, message passing communication either through shared memory
or buffered queues and also support for modeling non-deterministic behavior.
In addition to these, it also supports functions, objects, exceptions, and dynamic
memory allocation as the built-in features in the modeling language. The
Zing language supports Sets and other complex types, rich flow constructs for
branching and iteration, therefore modeling the DCR Graphs in Zing modeling
language is more or less straight forward.

2. The Zing Model checker has infrastructure for generating Zing models automat-
ically from common programming languages like VB, C/C++, C#, and MSIL.
Since our prototype tools are implemented in C#, we want to explore the pos-
sibility of automatic verification of properties on the DCR Graphs by using the
Zing compiler inside the prototype tools.

We have modeled few examples of the DCR Graphs in Zing language and verified
them in Zing model checker. First of all, modeling the DCR Craphs in Zing language
is more or less straight forward as we have expected. We have also noticed that
the number of model checker program states (not the DCR markings) are less when
compared to SPIN, due to the richness of Zing language.

The main drawback of the Zing model checker is that it only supports verification
of safety properties on the models. It does not have support for identifying progress
and acceptance cycles on infinite runs and hence liveness properties could not be
verified on models. Lack of support for liveness by the Zing limits the usage of
the tool for purpose of formal verification of properties on the DCR Graphs. On
contrary, SPIN has very good support for verification of liveness properties using LTL
that gets translated into Bichi automaton, so we have chosen to use SPIN as the
model checker for formal verification of the DCR Graphs. However the give medicine
example modeled in Zing language for verification of deadlock property is enclosed
in appendix B for more details.
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6.5 Prototype Tools

SPIN Model ™ _ Graphical
checker =t { Verification Ea -
Simulator
Zing Model Tool
checker ==

Desktop
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Process Repository

Service /S

Process Execution
DCRG Service A
_— Process
'
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> g Runtime
L P Monitor
R "

Process Execution
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Figure 6.24: Protoype Architecture

To support modeling processes and workflows with the DCR Graphs, making the
models available to a wider audience and allow interested parties to experiment with
our formal model, we have been developing prototype implementations of various
tools for the DCR Graphs. As of now, the tool implementation supports specification
and execution of business processes and workflows specified in the DCR Graphs.
The recent extensions to the model such as sub-processes, data and distribution of
DCR Graphs are not yet supported in the tools, but we do have plans to support
them in the implementation in the near future. The over architecture of the prototype
tools is shown in the figure 6.24.

Most of the tools in the prototype implementation are written in C# using Mi-
crosoft Net platform, but they have been implemented in service oriented architecture
in a flexible manner so that the client applications developed on other platforms will
be able to communicate easily. A very brief description of the important components
of the prototype implementation with their functionality is explained below.

In the following tools, Windows-based Graphical Editor and Web Client are devel-
oped by my colleague, but we are including here in the thesis, with a good intension
to provide the reader a overall picture of all the tools and the implementation that
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were built around the DCR Graphs.

-inamespace ITU.DK_DCRS.CommonTypes.ServiceContracts

{
[ServiceContract]
= public interface IProcessExecutionServiceContract

{

[OperationContract]
int StartNewInstance(int processId);

[OperationContract]
TaskResult ExecuteAction(int processId, int processInstanceld,
short action, string principal);

[OperationContract]
TaskResult CloseAndArchiveProcessInstance(int processld,
int processInstanceld);

Figure 6.25: Process Execution Service Contract

6.5.1 DCRG Process Engine

-inamespace ITU.DK.DCRS.CommonTypes.ServiceContracts

1
[ServiceContract]
= public interface IProcessExecutionNotificationContract

{
[OperationContract{IsOneblay = true)]
void NewProcessInstanceStarted(string processInstanceXml);

[OperationContract(IsOnelay = true)]

void ActionExecuted(string processId, string processInstanceld,
short executedfAction, string principal,
string updatedprocessInstanceXml);

[OperationContract{IsOnellay = true)]
void ProcessInstanceClosedAndArchived(string processld,
string processInstanceld);

Figure 6.20: Notification Service Contract

It is the core component of the prototype implementation which handles the func-
tionality of executing process instances of the DCR Graphs, based on the requests
from various clients. The functionality of process engine has been developed as class
library, so that the engine can be hosted in any hosting environment such as a win-
dows or web service. Further, the process engine exposes a service for handling
execution requests for process instances through a contract shown in figure 6.25. On
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the other hand, the process engine does not have any implementation for security,
so any client can call the services of process engine without providing any security
parameters. Even though it is a limitation, we don't think that it is very crucial as
the main purpose of the prototype is to demonstrate the power of our formal model.

Further, the process engine also handles the functionality of subscription and no-
tification of execution of the process instances. Therefore any client that is interested
in notifications of execution of a particular process instance, can subscribe to the
subscription service and there by receives the notifications from the process engine.
This functionality is quite necessary for the clients which implement the functionality
of runtime verification on the execution of process instances. The process engine does
not have any implementation for runtime verification of process instances, but it pro-
vides support for runtime verification clients through the notification services. In order
to have a scalable process engine, we think, it is a quite important design choice,
not to implement runtime verification functionality as part of the process engine, but
to implement as a client functionality. Hence a prototype client implementing run-
time verification functionality has been developed separately. The service contract of
notification services is shown in the figure 6.26.

-Inamespace ITU.DK.DCRS.CommonTypes.ServiceContracts
{
[ServiceContract]
-] public interface IRepositoryServiceContract
l
[OperationContract]
void ImportSpecification(string process);

[OperationContract]
string GetProcess(int processId);

[OperationContract]
string NewProcess();

[OperationContract]
string GetProcessInstance(int processId, int processInstanceld);

[OperationContract]
Dictionary<int, string » GetProcesslList();

[OperationContract]
List<int» GetProcessInstancelist{int processId);

[OperationContract]
void ImportProcesslayout(string processlayout);

[OperationContract]
string GetProcesslayout(int processId, string role);

Figure 6.27: Service Contract implemented by Process Repository
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6.5.2 Process Repository

The Process Repository handles the functionality of persisting and supplying the
process definitions and instances of the DCR Graphs. It plays a role of persistence
or data access layer when the prototype compared to a standard workflow man-
agement system or a business process management systems. The functionality of
process repository is exposed through Process Repository Service which implements
the contract shown in figure 6.27. In the prototype implementation, we have devel-
oped a simple process repository based on Xml files stored on a hard disk. However
it can be easily replaced by a process repository implemented using a database as
store for persisting the process definitions and instances.

=
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Figure 6.28: The Graphical Editor for DCR Graphs

6.5.3 Windows-based Graphical Editor

As part of the prototype implementation, we have also developed a windows-based
graphical editor for modeling declarative processes in DCR Craphs as shown in the
flgure 6.28. The tool uses the graphical notation for DCR Graphs introduced in the
section 3.4.

The graphical editor also has support for process simulation by executing a pro-
cess instance through process engine, so that users can simulate their processes and
test them during the specification phase.
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6.5.4 Web Client

A platform independent web client has also been developed, which can be used for
executing processes modeled in DCR Graphs as shown in figure 6.29. In future, we
also aim to support modeling of processes in DCR Graphs through this web interface
as well.

DCR GrarHs WEeB Tool

Home Process list Process Management Process execution

Process Execution - Process: LOExampLEPAPER INSTANCE: 5

Change Process |
[Claus (LO) | select |

[o] o |
v

Fropose

Dates-L0 AcceptLO

Figure 6.29: Execution of a DCR Graph in the Web Tool

6.5.5 Model Checking Tool

DCR Workflow [_ [0}

' DCRS specification  Compile to PROMELA Ian Verfication I State Space Computation | Misc T&dsl

Directory Fath |E:\mailrao-dropboxdropboxatest'\Dropbax'\PhDWork'w I
Generate PROMELA Code For
¥ Deadlock Free ¥ Live

¥ Strongly Deadlock Free ¥ Strongly Live

Generate PROMELA Code

Figure 6.30: Code generation options for Model checkers

In order to do formal verification on the processes modeled in the DCR Graphs,
we have used SPIN and ZING model checking tools as explained in the Sec. 6.3 and
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Sec. 6.4. In order to generate the code for the model checkers automatically, we have
developed a tool, which takes the input of a DCR Graph using a simple graphical
user interface as shown in the figure 0.31 and generates the code for the PROMELA
language using the options shown in figure 6.30.

DCR Workflow =]
DCRS specification |Cump||E to PROMELA | Zing Verification | State Space Computation | Misc Tests |
Actions Include Relation Exclude Relation Condtion Relation Milestone Relation Response Relation
14| Action Name Include | Respons| At | Exc Pred Fred Res
inc actld sctld Actld
0 lom ] 0 Actid 19 d | d id id
z 3 1 [} 4 1 [E
1 s 1 0 | | ] 2
2 |am 1 0 | | 3 2 2 0 4 3
3 4 1 0 1 H 4 o 2
4 1 0 4 1 3
| | 4 |2
43
ﬂ
—
DCRS Model Name ~ [Treatment Workflow Load / Save
Load Model [ Load
Save Model | Save

Figure 6.31: Model Checking Tool for DCR Graphs

6.5.6 Serialization Format for DCR Graphs

Listing 6.1 shows a brief overview of the XML format of the DCR Graphs that is
being used in all prototype tools. A single XML format is used to contain information
about both the specification and the runtime of a DCR Graph. The resources section
of the specification contains information about roles, principals, events and actions,
whereas the access controls section contains the mapping of principals and actions
to roles. The last part of the specification contains the binary relations between the
events. Note that the XML format supports nesting of events and the binary relations
in between them and that flattening of nested events and their relations will be done
at the beginning of executing a DCR Graph.

The second part of the XML format for a DCR Graph holds the runtime informa-
tion, which primarily contains the execution trace and information about the current
state. The execution trace records the actual sequence of events executed and the
current state holds the information about the current marking which contains sets of
included, executed and pending response events. In addition to the marking, the cur-
rent state also holds additional information such as index of state copy, state accepted
to support the acceptance condition for infinite computations that were characterized
by mapping to Bichi-automata in [Mukkamala & Hildebrandt 2010, Hildebrandt &
Mukkamala 2010].
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Listing 6.1: Overview of DCR Graph Xml

<?xml version="1.0" encoding="utf —8"7>
<dcrg:process xmlns:dcrg="http :// itu.dk/trustcare/dcr/2011/" >

<dcrg:specification processld="" modelName="">
<dcrg:resources>
<dcrg:roles >..... <[/dcrg:roles>
<dcrg:principals >..... </dcrg:principals>
<dcrg:events >..... </[/dcrg:events>
<dcrg:actions >..... </[/dcrg:actions>
</dcrg:resources>
<dcrg:accessControls>

<dcrg:rolePrincipalAssignments >..... <[dcrg:
rolePrincipalAssignments>
<dcrg:actionRoleAssignments >..... </dcrg:actionRoleAssignments >

</dcrg:accessControls>
<dcrg:constraintSets>
<dcrg:constraintSet type="condition">...</dcrg:constraintSet>
<dcrg:constraintSet type='response’>...</dcrg:constraintSet>
</dcrg:constraintSets>
</dcrg:specification>

<dcrg:runtime processlnstanceld=">
<dcrg:executionTrace> </dcrg:executionTrace>
<dcrg:currentState stateld=">

<dcrg:eventsincluded >..... </[/dcrg:eventslncluded>
<dcrg:eventsExecuted >..... </[/dcrg:eventsExecuted>
<dcrg:eventsPendingResponses >..... </dcrg:eventsPendingResponses>

<dcrg:stateAccepting> </dcrg:stateAccepting>
<dcrg:statelndex> </dcrg:statelndex>
<dcrg:eventsEnabled >..... </dcrg:eventsEnabled>
<l/dcrg:currentState >
<[dcrg:runtime>

<J/dcrg:process>

The specification section of the XML document for the case handling process
(figure 4.4) introduced in the case management case study (Sec. 4.1.3) is given in
listing 6.2.

Listing 6.2: DCRG specification in Xml

<dcrg:specification>

<dcrg:resources>

<dcrg:roles>
<dcrg:role>U</dcrg:role>
<dcrg:role>LO</dcrg:role>
<dcrg:role>DA</dcrg:role>

</dcrg:roles>

<dcrg:principals>
<dcrg:principal>u</dcrg: principal>
<dcrg:principal>lo</dcrg: principal >
<dcrg:principal>da</dcrg: principal >
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<[/dcrg:principals >
<dcrg:events>
<dcrg:event eventld="0" name="Create case' actionld="Create case'>
<dcrg:event eventld="1" name="Submit" actionld="Submit" />
<dcrg:event eventld="2" name="Assign case Id" actionld="Assign
case Id" />
<dcrg:event eventld="3" name="Edit" actionld="Edit">
<dcrg:event eventld="4" name="Metadata" actionld="
Metadata" />
<dcrg:event eventld="5" name="Dates available" actionld="
Dates avatilable" />
</dcrg:event>
</dcrg:event>
<dcrg:event eventld="6" name="Manage case’ actionld="Manage case'>
<dcrg:event eventld="7" name="Edit metadata’ actionld="Edit
metadata" />
<dcrg:event eventld="8" name="Document” actionld="Document”>
<dcrg:event eventld="9" name="Upload" actionld="Upload"
>
<dcrg:event eventld="10" name="Download” actionld="
Download" />
</dcrg:event>
</dcrg:event>
<dcrg:event eventld="11" name="Arrange Meeting" actionld="Submit">
<dcrg:event eventld="12" name="Propose dates—LO" actionld="
Propose dates—LO" />
<dcrg:event eventld="13" name="Accept LO" actionld="Accept LO" [>
<dcrg:event eventld="14" name="Accept DA" actionld="Accept DA" [>
<dcrg:event eventld="15" name="Propose dates—DA" actionld="
Propose dates—DA" />
</dcrg:event>
<dcrg:event eventld="16" name="Hold meeting" actionld="Hold meeting"
>
</dcrg:events>
<dcrg:actions>
<dcrg:action actionld="Create case’
<dcrg:action actionld="Submit" />
<dcrg:action actionld="Edit" />
<dcrg:action actionld="Metadata" />
<dcrg:action actionld="Dates available" [/ >....
</dcrg:actions>
</dcrg:resources>
<dcrg:accessControls>
<dcrg:rolePrincipalAssignments >
<dcrg:rolePrincipalAssignment role—name="U">
<principal>u</principal >
</dcrg:rolePrincipalAssignment >
<dcrg:rolePrincipalAssignment role—name="LO">
<principal>lo</principal >
</dcrg:rolePrincipalAssignment>
</dcrg:rolePrincipalAssignments>
<dcrg:actionRoleAssignments >
<dcrg:actionRoleAssignment actionld="Submit">
<dcrg:role>U</dcrg:role>

>
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</dcrg:actionRoleAssignment>
<dcrg:actionRoleAssignment actionld="Document’>
<dcrg:role>U</dcrg:role>
<dcrg:role>LO</dcrg:role>
<dcrg:role>DA</dcrg:role>
</dcrg:actionRoleAssignment>
</dcrg:actionRoleAssignments>
</dcrg:accessControls>
<dcrg:constraintSets>
<dcrg:constraintSet type="condition">
<dcrg:constraint source="1" target="2" />
<dcrg:constraint source="3" target="1" [ >.....
</dcrg:constraintSet>
<dcrg:constraintSet type='response’>
<dcrg:constraint source="1" target="2" [ >.....
</dcrg:constraintSet> .....
</dcrg:constraintSets>

</dcrg:specification>

The listing 6.3 shows the runtime information for the case handling process from
the figure 45.

Listing 6.3: DCRG Runtime in Xml

<dcrg:runtime processlnstanceld=">
<dcrg:executionTrace >4,5,4,1,2,12,15</dcrg:executionTrace>
<dcrg:currentState stateld="S6">
<dcrg:eventsincluded >2,4,5,7,9,10,12,13,14,15,16 </dcrg:
eventsincluded>
<dcrg:eventsExecuted >1,2,4,5,12,15</dcrg:eventsExecuted >
<dcrg:eventsPendingResponses >13,14,16 </dcrg:
eventsPendingResponses>
<dcrg:stateAccepting >0</dcrg:stateAccepting>
<dcrg:statelndex >0</dcrg:statelndex>
<dcrg:eventsEnabled >1,2,4,5,7,8,12,13,14,15</dcrg:eventsEnabled>
</dcrg:currentState >
</dcrg:runtime>

6.6 Summary

In this chapter, we have introduced the notion of deadlock and livelock freeness
on the DCR Graphs and formally defined safety and liveness properties in terms of
executions and markings of a DCR Graph in the section 6.2. Since DCR Graphs have
a distinction between which events may or must (eventually) happen, we have defined
strong variants of safety and liveness representing the situation where only required
events are executed.

We then proceeded to give brief introduction to SPIN tool and its language
PROMELA and then explained how to encode a DCR Graph process into PROMELA,
to do the formal verification of safety and liveness properties using our running ex-
ample presrcibe medicine in the section 6.3. Later, we briefly mentioned about our
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experience in using ZING model checker for verification of safety properties on the
DCR Graphs. Finally, we provided a brief overview of the prototype tools and imple-
mentation built around the formal model of DCR Graphs.






CHAPTER 7

Conclusion and Future Work

In this chapter, we will first conclude the work developed in the thesis and then
provide a list of claims for achieving the research goal (Sec 1.5.2) specified in the
introduction chapter. Later, in the second part, we will describe possible future work
and extensions to the thesis.

7.1 Conclusion

In the thesis, we have developed the formal model DCR Graphs for specification
and execution of flexible workflows and business processes based on declarative
modeling primitives, taking motivation from declarative workflow language employed
by our industrial partner Resultmaker A/S [Resultmaker 2008].

In chapter 2, we have introduced the formalisms that have served as background
and motivation for our formal model. As part of that, we have described our first
attempt to formalize the key primitives of Resultmaker’s Online Consultant workflow
using Linear Temporal Logic [Pnueli 1977] and also described a case study and our
experiences in modeling a healthcare workflow using Resultmaker workflow method.
Furthermore, we have briefly described the motivation from the DECLARE [van der
Aalst et al. 2010a] framework and finally we have provided an introduction to Event
Structures [Winskel 1986], which served as base theory behind our formal model.

Furthermore, we have introduced our formal model DCR Graphs in chapter 3 along
with execution semantics mapped to labelled transition system for finite runs and to
Biichi automata for infinite runs. We have also introduced graphical language for
DCR Graphs along with notation to represent runtime state as marking on the graph
itself. Regarding expressiveness of DCR Graphs, we have encoded Biichi automaton
and proved that DCR Graphs is expressive enough to model all w-regular languages.
The extensions such as nested sub-graphs, multi-instance sub processes and an initial
version of data to DCR Graphs have been presented in chapter 4.

We have defined the notion of projection and composition on DCR Graphs to
distribute a global DCR Graph as a set of synchronously communicating local graphs
in chapter 5. We have proved that the distribution is safe in the sense that the
behavior exhibited by the network of local graphs is bisimilar to that of global graph.
The distribution technique have also been extended to nested DCR Craphs and we
have distributed the healthcare workflow using nested DCR Graphs with the notion
of projection. Our distribution method is quite generic and the strength of distribution
lies in the fact that the resulting local components are also DCR Graphs, which keep
their declarative nature.



198 Chapter 7. Conclusion and Future Work

Finally, we have defined safety and liveness properties on DCR Craphs in chap-
ter 6 and explained a method to encode DCR Craphs into PROMELA language and
then formally verify the properties using SPIN model checker. We have also briefly
introduced the prototype tools build for DCR Graphs in the last chapter.

7.2 Contribution

In the introduction chapter, as part of the thesis statement 1.5, we have stated that the
research goal of this thesis is to show that it is possible to formalize the key primitives
of Resultmaker declarative model and further develop it as a comprehensive formal
model suitable for specification and execution of workflows. Furthermore, we have
also stated that the formal model should also allow safe distribution of a global
workflow as a set of communicating local components, based on top-down model-
driven approach. Finally, we mentioned in the research goal that, we intent to analyze
declarative processes by adding support for formal verification with the help of model
checking tools.

The thesis has made several contributions, but we list the main contributions as
follows.

e We have shown that it is possible to formalize the key primitives of Resultmaker
declarative workflow and further developed it as a comprehensive formal model
DCR Graphs, which is suitable for specification and execution of workflows
based on declarative modeling primitives.

e With 5 core relations, our formal model DCR Graphs is simple but sufficiently
expressive enough to model all w-languages. We have proved that the DCR Graphs
is bisimilar to Biichi automata in expressing infinite runs.

e Our formal model allows for an intuitive operational semantics and effective
execution expressed by a notion of markings of the graphs. Furthermore we
have also developed a graphical language along with runtime notation for the
DCR Graphs and the runtime state of a DCR Graph can be simply visualized
as a marking on the graph itself. The graphical notation for the DCR Graphs
is also quite useful in modeling workflows in DCR Graphs, especially for the
people without formal background.

e We have provided a general technique for distributing a declarative global pro-
cess as set of synchronously communicating local processes, by defining the
notion of projection and composition. The generality of our distribution tech-
nique allows for fined tuned projections, where one can choose only few events
for a specific role or an actor and most importantly the projected local graphs
keep their declarative nature as the resulting projections are also DCR Graphs,
which can be further distributed.

e |In case of distribution of DCR Graphs, we have proved the main theorem that
the distribution is safe in the sense that the behavior exhibited by the local
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DCR Graphs is consistent with the behavior exhibited by the global DCR Graph.
Furthermore the distribution technique has also been extended to nested DCR Graphs.

e We have applied formal verification techniques on declarative business pro-
cesses specified in DCR Graphs and provided a method to verify properties
on DCR Graphs using SPIN model checker. Furthermore we have built a tool
that automatically generates verification code from workflows models specified
in DCR Graphs and the verification code can be run in SPIN or ZING model
checkers, to verify properties on DCR Graphs.

o We have modeled two case studies, one from healthcare and the other from
case management domain in DCR Graphs, to show that our formal model is
adequate for modeling the workflows from dynamic sectors where flexibility is
of paramount importance.

e This thesis is one of the few ones that offers a formal model for business pro-
cesses based on declarative modeling primitives. We have also build a proto-
type workflow management engine and tools for DCR Graphs to show that the
ideas and concepts developed in the thesis can be easily implemented by a
commercial workflow management system.

e The ideas and concepts developed in the thesis will provide a framework for
suitable extensions to the Resultmaker declarative workflow model, which could
be implemented in the later versions of their product. Furthermore, another in-
dustrial partner Exformatics [Exformatics 2009] has already implemented the
core primitives of DCR CGraphs into their commercial Enterprise Content and
Case Management system and they also do have plans to implement our distri-
bution technique developed in the thesis into their commercial tools. It shows
that our formal model is both practicable and easily adoptable into commercial
workflow management systems.

7.3  Future Work

Besides the need of further extensions to the formal model, this dissertation leaves
many open challenges and issues for future research. We will briefly mention some
of them in the following section. We will categorize the future work into 2 parts: the
first part describes the future work related to extensions to the formal model and the
second part describes about relating our work to the other formal models.

7.3.1 Extensions to Formal Model

In this section, we will discuss some of the extensions that we want to add to the
formal model to make it more useful and applicable to many practical problems.



200 Chapter 7. Conclusion and Future Work

7.3.1.1 Time and Exceptions

Temporal constraints are most important to model processes from the real world. As
part of the future work, we are planning to add time deadlines to the constraints,
for example it will be possible to specify that a response constraint must happen
within the specified time interval. Adding temporal constraints will naturally lead us
to violations of such constraints. Hence we also need some type exception handling
in DCR Graphs coupled with some kind of compensation, that can be applied when
an exception happened. We will briefly explain here the motivation and the kind of
support for temporal constraints we want to add to the DCR Graphs.

Condition Relation
Response Relation &——»

Milestone Relation — =
adjuvant Include Relation —_—
therapy [1, 3] Exclude Relation ———®%

T —

Figure 7.1: Oncology treatment process with temporal constraints

Let us take a small example from Oncology workflow modeled in DCR Graphs as
shown in the figure 7.1. In the above example, we have two rules, the first one saying
that a drug prepared in the pharmacy must be administered in chemotherapy with
in 24 hours. The second rule says that, adjuvant therapy must have been performed
one to three hours before chemotherapy.

The first rule has been modeled with a response constraint with a time interval
of [0-24] between prepare drug and chemotherapy events as shown in the figure 7.1.
The second rule is modeled with a condition and a milestone relation, both with a
time interval of [7-3] between adjuvant therapy and chemotherapy. Further, we have
also added an exception handler (shown as tilde sign within a circle) on the response
constraint, having an exclude relation to chemotherapy event and a response relation
to prepare drug and adjuvant therapy events, as a compensation for the constraint
violation.

Naturally the response constraint will be violated if the chemotherapy is not
performed within 24 hours after the drug is prepared. In such a case the exception
handler will be invoked, and it will exclude the chemotherapy event and create a
pending response on prepare drug and adjuvant therapy. Until unless the prepare
drug event is re-executed, the event chemotherapy will not be included in the graph
and at the same time the pending responses on prepare drug and adjuvant therapy
will make the graph non-accepting. When the prepare drug event is re-executed, the
chemotherapy will be included, but it will be blocked until unless adjuvant therapy is
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re-executed because of the milestone relation. Furthermore, the event chemotherapy
can only be executed within 1 to 3 hours after executing adjuvant therapy, otherwise
the chemotherapy will be blocked, on the other hand if the chemotherapy is not done
within 24 hours, the response constraint will be again violated.

One could add support for temporal constraints to DCR Graphs in the similar lines
as explained above. Further execution of an event is considered as instantaneous in
DCR Graphs, but activities in real world have durations. So one could also consider
adding duration to events in DCR Graphs along with the temporal constraints.

7.3.1.2 Programming Language for DCR Graphs with Parametrized Events with data

As part of the extensions to DCR Graphs, another PhD student from our group is
working on defining and implementing a new declarative and purely event-based
language based on the DCR Graphs, tentatively named DECoReS, with a motivation
of applying the DCR Graphs to Event-based Context-sensitive Reactive Services. To
support the formal semantics of DECoReS, we propose extending the DCR Graphs
with parametrized events, automatic events, time and exception handling.

To provide a brief intuition about the languages and extensions, we exemplify
the healthcare process as illustrated by the prescribe medicine healthcare process
adapted from [Lyng et al. 2008, Hildebrandt et al. 2011a]. The process consists of
five events: The prescription of medicine and signing of the prescription by a doctor
(represented by the events prescribe and sign respectively), a nurse giving the
medicine to the patient (represented by the event give, and the nurse indicating
that he does not trust the prescription (represented by the event distrust) and the
doctor removing the prescription, represented by the event remove.

treatment process{
doctor may prescribe<$id, $med, $qty> {
response: administer<$id,$med,$qty>
}
administer<$id, $med, $qty> process
{
doctor must sign { exclude: remove }
nurse must give {
condition: Executed(sign) &
not Executed(remove) &
not Response(sign)
exclude: sign, give, distrust, remove
}
nurse may distrust {
response: sign
include: remove
exclude: give

3
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doctor may remove {
exclude: sign,give,distrust,remove

}

To capture that every prescription event prescribe leads to the possible execution
of a "fresh” set of events sign, give, distrust and remove, the event prescribe will
instantiate administer sub process to create a fresh or new set of all the four
events. Observe that now the events are parameterized with data, which means
executing prescribe with a particular set of data values, will be create a fresh
instance of subprocess events and pass the data values to the newly created instances.
Adding parameterized data to events will also bring some changes to semantics of
the relations, to enforce constraints between the events with matching data values.
Implementation of programming language will also lead to some new extensions to
the DCR Graphs.

7.3.1.3 Distribution of DCR Graphs

In the chapter 5, We have given a general technique for distributing a declarative
(global) process as a network of synchronously communicating (local) declarative
processes and proven that the global and distributed execution to be equivalent. But
distributing a global process as a set of asynchronously communicating distributed
processes will be a much harder problem to study. As part of future work one may
study about distribution technique for the DCR Graphs based on asynchronous com-
munication among the distributed processes using buffered queues. This may benefit
from researching the true concurrency semantics inherent in DCR Graphs and ex-
tend the transition system semantics to include concurrency, eg. like in [Mukund
& Nielsen 1992, Hildebrandt & Sassone 1996]. Further We also planning to study
behavioral types describing the interfaces between communicating DCR Graphs, ex-
tending the work on session types in [Carbone et al. 2007] to a declarative setting.
Another PhD student has started working in this direction to apply theory of ses-
sion types and adapted them from the current imperative models to the declarative
DCR Graphs model and thereby to provide a foundation for statically checked com-
munication protocols for a distributed workflow.

As of now, the distribution technique is applicable to basic DCR Graphs and
nested DCR Graphs only. One may also extend the distribution technique to the
DCR Graphs with present and forthcoming extensions such as sub processes, data,
time and exceptions.

7.3.1.4 Dynamic Changes and Adaptive DCR Graphs

The approach for flexibility so far adopted in DCR Graphs can be categorized as
flexibility by selection [Heinl et al. 1999] or design time flexibility [van der Aalst
et al. 2009] In some application scenarios, the flexibility by selection or the design
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time flexibility may not be sufficient and the processes may have to deal with un
expected execution paths.

Dynamic changes are not supported in the current formal model for DCR Graphs,
as we have a static constraint set and events, but one could easily extend the for-
malism to support the dynamic changes. The DCR Craphs allows for an intuitive
operational semantics and effective execution expressed by a notion of markings of
the graphs, which will be updated after execution of every event. Therefore if new
constraints are added at runtime and they will be evaluated in the next execution
of an event. Of course, it will lead to certain challenges such as how to deal with
conflicts and how to adapt the running instances etc. One may also add new events
to the events set at runtime in lines similar to the semantics of sub-processes in
DCR Graphs, where a fresh set of subprocess events will be generated and added to
events set when a sub-process is instantiated.

7.3.1.5 Formal verification

As of now, the work on formal verification for DCR Graphs is only limited to core
model of DCR Graphs. This could be extended to all the present and forthcoming
extensions of DCR Graphs, such as nested sub graphs, sub processes, data, time
and exceptions. Extending formal verification on DCR Graphs with extensions would
be quite challenging. For example adding data domains to the DCR Graphs will
cause the state space exploded problem and verification will become quite complex.
Probably one could explore the approach used by authors in [Deutsch et al. 2009]
for verification of data-centric business processes. Further, for formal verification of
DCR Graphs with temporal constraints, one could consider using Uppaal [Uppaal-
Group 2009] which is model checker for modeling, simulation and verification of real-
time system, based on timed automata.

The work on formal verification can be extended to the technique developed in
chapter 5 to distribute a DCR Graph as set of local components based on the notion
of projection. To verify the distributed DCR Graphs formally, one could consider using
SPIN [Holzmann 2004] model checker as it is a well known system for verification
of asynchronous process models and distributed systems, with suitable constructs
like messages and buffered channels. Moreover, it could be interesting to do formal
verification on real world examples taken from the case studies and compare different
approaches for verification of declarative processes.

7.3.2 Relating to the other formal models

As part of furture work, one could relate DCR Graphs to various formal models which
follow related approaches to model processes and workflows. In this section we will
briefly describe some of the models, which follow similar or related approach to our
formal model DCR Graphs.
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7.3.2.1 Guard-Stage-Milestone Lifecycle model

As part of future work, we want to relate our formal model to IBM Research’s declar-
ative process model Business Artifacts with Guard-Stage-Milestone life cycles [Dam-
aggio et al. 2011, Hull et al. 2011a, Hull et al. 2011b]. Business artifacts combine the
data aspects and process aspects in a holistic manner and an artifact type contains
both an information model and lifecycle model, where information model manages
the data for business objects and lifecycle model describes the possible ways the
tasks on business objects can be invoked.

As part of the business artifacts, a declarative approach has been taken in the
recent years for specifying the life cycles of business entities, using the Guard- Stage-
Milestone (GSM model) life cycles model. The GSM model is a declarative process
model for specification of interactions between business entities and its operational
semantics are based on rules similar to ECA(Event Condition Action)-like rules from
Active database community.

Our formal model is quite related to the declarative primitives of GSM model and
hence as part of PhD stay abroad, the PhD candidate visited IBM Research, New
York , to study the relation between DCR Graphs and GSM model.

In this section we will explain briefly our ideas about relating DCR Craphs to
GSM model. First, we will explain key primitives of GSM model briefly and then we
will describe a method how one can encode some of the primitives of GSM model
into the DCR Graphs.
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once per a Proc. Order have task completes || planned Proc. Proc. Order is
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Figure 7.2: Requisition Order in GSM model [Hull et al. 2011b]
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7.3.21.1 GSM Primitives
The full details of GSM model are explained in [Hull et al. 2011b] and we will briefly
mention the key primitives of GSM model as follows.

1. Information Model: Captures all business relevant data about entities.

2. Milestones: Correspond to business-relevant operational objectives. They can
be achieved/invalidated by either triggering events or using conditions over the
data attributes or using both. Milestones are owned by Stages.

3. Stages: Correspond to group of activities with hierarchy. The stages own
milestones and by executing the activities inside stages (and child stages), the
milestone owned by the stage can be achieved. A stage becomes inactive when
it's milestone is achieved, and if there are any child stages within a stage whose
milestone is achieved, all it's child stages also become inactive. Similarly, if a
stage is opened or become active, then all its milestones is invalidated.

4. Guards: They control when a stage becomes active and each guard is as-
sociated with a sentry. When a sentry become true, then the stage will be
opened.

5. Sentry: A sentry consists of triggering an event type or a data condition or
even both. Sentries are some kind of Boolean expressions and they are used
as conditions for guards, milestones.

Figure 7.2 shows key components of GSM model, where a process for Requisition
Order is modeled. The information model contains both data attributes for busi-
ness relevant data and status attributes for data of process elements. The rounded
rectangles are the stages and the guards are marked as diamonds on the stages.
Milestones are marked with circles on the stages. Stages can contain child stages
or activities.

Further, GSM model has the notion of GSM Business steps (or B-steps), which
focus on updates to a snapshot (i.e, description of current state of a GSM system
at a given point of time) when a single incoming event is to be incorporated into it.
Basically a B-step primarily concentrates on how the GSM system should react to
an incoming event and the focus will be on what stages are opened/closed, and what
milestones are achieved/ invalidated.

Moreover, the operational semantics of GSM model are given by Prerequisite-
Antecedent-Consequent (PAC) Rules, which specify how to make an update to snap-
shot in a single B-step. PAC rules impose certain restrictions to avoid inconsistencies
or anomaly in the GSM system such as a stage can not opened and closed in a single
B-step. Finally GSM model has the notion of events and messages to interact with
the external environment.

7.3.21.2 Encoding a GSM model into DCR Graphs
In this section, we briefly explain a tentative way of encoding a GSM model into
DCR Graphs. The GSM model is data-centric and hence it would appropriate to use
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Figure 7.3: A sample GSM model
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Figure 7.4: DCR Graph for sample GSM model

DCR Graphs with data extension as explained in the Sec. 4.3. The tasks and stages
in GSM model can be encoded as the events and nested sub graphs in DCR Graphs.
The status variables and sentries in GSM model can be encoded as variables and
Boolean expressions.

Figure 7.3 shows a sample GSM model containing one stage (S1) with a guard
and two milestones with sentries associated to guards and milestones as shown in
the figure. There can be sub stages or tasks as child elements for a stage, but we
abstract away from the child elements as they can be encoded in the similar fashion
as the stage S1. Further opening and closing of the stages can be modeled by using
include/exclude relations in DCR Graphs.

The sample GSM model encoded into DCR Graphs is shown in the figure 7.4.
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The status attributes for stages and milestones are encoded explicitly as variables
(for e.g. actS1, m1). The opening of a stage, achieving/invalidating of a milestone are
modeled as explicit events in the DCR Graph. The sentries associated with guards
and milestones in GSM model are modeled as guards (Boolean expression condition)
for the events.

7.3.21.3 Challenges of Encoding GSM model into DCR Graphs
Even though the GSM model and DCR Graphs have a lot of similarities in declarative
aspects, but they differ in some subtle aspects, which will make encoding challenging
and we will mention some of the issues briefly here. First of all user request is
explicitly modeled in GSM model as some kind of input events to the system, where
as in DCR Graphs the user request is quite implicit. Moreover, the execution of
events in DCR Graphs are based on the user’s choice thereby user driven, where as
the execution semantics of GSM model are more like automatic updates to the system
state, which be difficult to model. Of course one could add a notion of auto events
to DCR Graphs, which can model the behavior of automatic updates to some extent,
but in that one must make sure that the semantics of PAC rules (e.g toggle-once
principle) are correctly observed. Further explicit interaction with the environment
in GSM model is also difficult to model in the DCR Graphs.

However, as part of the future work in the coming months, we are planning to
study the relation between DCR Graphs and GSM model formally in the similar lines
mention above, which could results in some more extensions to our formal model.

7.3.2.2 Declare model

Declare is a framework for flexible workflows using declarative modeling primitives
based on the constraints defined in LTL and it was briefly introduced in background
chapter (Sec. 2.2) as one of the motivating formalisms for our model. As part of
the future work, we want to relate our formal model with the Declare’s declarative
language ConDec [van der Aalst & Pesic 2006a] by encoding it's LTL based constraints
into DCR Graphs and also encoding the relations of DCR Graphs into ConDec.

Our approach is closely related to the work on ConDec [van der Aalst et al. 2009,
van der Aalst & Pesic 2006a]. The crucial difference is that we allow nesting and a
few core constraints making it possible to describe the state of a process as a simple
marking. ConDec does not address dynamic inclusion/exclusion, but allows one to
specify any relation expressible within Linear-time Temporal Logic (LTL). This offers
much flexibility with respect to specifying execution constraints. In particular the
condition and response relations in our model are same as precedence and response
constraints in ConDec [van der Aalst & Pesic 2006a] and hence we have used the same
graphical notation. Furthermore, we have encoded Biichi automaton in DCR Graphs
using a straight forward construction in Sec. 3.5, which shows that DCR Graphs can
express all w-regular languages and thereby more expressive than LTL.

As part of the future work, we are planning to translate constraints from ConDec
as a direct encoding into DCR Graphs. Even though most of the constraints from
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ConDec can be directly encoded in DCR Graphs using the five core relations, but
we think some of constraints from ConDec could be difficult to encode directly. For
example, in ConDec the constraint disjunctive response says that only one of the
choices are to be executed as a response, which can not be expressed directly in
DCR Graphs. Therefore we are expecting few extensions to DCR Graphs as part of
the work on relating our model to ConDec. On the other hand, expressing dynamic
include | exclude relations from DCR Graphs in terms of LTL could be difficult in
ConDec.

7.3.2.3 Refinement for Transition Systems

Modal transition systems (MTS) [Larsen & Thomsen 1988, Antonik et al. 2008] are
basic transition system model supporting stepwise specification and refinement of
parallel processes, which can be regarded as label transition systems with required
(must) and allowed(may) transitions, with a consistency condition that all must tran-
sitions should be matched directly by a may transition. An over-approximation and
an under-approximation of a process can be defined using a MTS simultaneously. A
class of MTS without the consistency condition is known as Mixed Transition Sys-
tems [Dams et al. 1997], which places no restrictions on the relationship between
may and must transitions.

Some of the researchers in our group are working on providing a new gener-
alization of MTS as Transition Systems with Responses [Carbone et al. 2012] using
the labeled transition system of DCR Graphs with response set to define a notion of
refinement by taking prescribe medicine healthcare workflow as an example. Study
of deadlock and liveness properties in DCR Graphs in relation to Transition Systems
with Responses, adding notion of refinement could be part of the future work on
DCR Graphs.
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/*

DCRS Example: Givemedicine-nonstronglydedalockfree PROMELA language code for model checking in SPIN tool.
Generated on 2012-01-27T00:50:32 by DCRStoPROMELA Compiler.

Developed by Raghava Rao Mukkamala (rao@itu.dk)

*/

t#tdefine event_count 4

/* Declaration of events */
#define pm ©

t#tdefine s 1

#define gm 2

#define dt 3

/* Declarations of Marking */
bit included[event_count];
bit executed[event_count];
bit responses[event_count];
bit enabledset[event_count];

typedef twodimensionalarray {bit to[event_count]};
/* Declaration of relations */

twodimensionalarray condition_relation[event_count];
twodimensionalarray response_relation[event_count];
twodimensionalarray include_relation[event_count];
twodimensionalarray exclude_relation[event_count];
twodimensionalarray milestone_relation[event_count];

/* Looping Counters */
byte index = ©;
byte index2 = 0;

short executed_event_count = 0;
bit accepted_marking = 1;
bit accepted_state_reached = 0;

bit can_execute = 1;

byte loopindex = 0;

/* Not possible to assign -1 to a

byte, so assign it event_count + 1 */

show byte random_event_executed = event_count + 1;
bit any_included_pending_responses = 0;

inline model_specification()
{ /* Specification of DCR Graph */
/* Specification of Relations */
include_relation[s].to[gm] = 1;
include_relation[s].to[dt] = 1;

exclude_relation[pm].to[pm] = 1;
exclude_relation[gm].to[dt] = 1;
exclude_relation[dt].to[gm] = 1;

response_relation[pm].to[gm] = 1;
response_relation[dt].to[s] = 1;

condition_relation[s].to[pm] = 1;
condition_relation[gm].to[pm] = 1;
condition_relation[gm].to[s] = 1;
condition_relation[dt].to[s] = 1;

/* Specification of the initial state */
/* Included Actions */

included[pm] = 1;

included[s] = 1;

included[gm] = 1;

included[dt] = 1;

/* Pending Responses */
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responses[pm] = 1;

}
inline clear_enabled_events()
{
index = 9;
do
:: index < event_count -> enabledset[index] = @ ; index = index + 1;
:: else -> break;
od;
}
inline compute_enabled_events()
{
index = 9;
/* Find out which events are enabled */
do /* Loop for outer dimesion, to loop row ount */
:: index < event_count ->
if
:: included[index] == 1 ->
index2 = 9;
can_execute = 1;
do /* inner loop for 2nd dimension */
:: index2 < event_count ->
if
:: condition_relation[index].to[index2] ==1 ->
if
:: included[index2] == 1 && executed[index2] !=1 ->
can_execute = 0;
:: else ->skip;
fi;
:: else ->skip;
fi;
if
:: milestone_relation[index].to[index2] == ->
if
:: included[index2] == 1 && responses[index2] == ->
can_execute = 0;
11 else ->skip;
fi;
:: else ->skip;
fi;
index2 = index2 + 1;
:: else -> break;
od;
enabledset[index] = (can_execute -> 1 : 0);
::else -> skip;
fi;
index++;
:: else -> break;
od;
}

inline nondeterministic_execution()
{
any_included_pending_responses = 0;
index = 9;
do
:: index < event_count ->
if
:: (responses[index] == 1 ) && (included[index] == 1) ->
any_included_pending_responses = 1 ;
:: else -> skip;
fi;
index = index + 1;
: else -> break;
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od;
/* Non deterministic execution for deadlock free. */
if
:: (enabledset[pm] == 1) -> random_event_executed = pm;
(enabledset[s] == 1) -> random_event_executed = s;
(enabledset[gm] == 1) -> random_event_executed = gm;
:: (enabledset[dt] == 1) -> random_event_executed = dt;
11 else ->
if

:: (any_included_pending_responses) ->

dead_lock_reached: printf("Dead lock reached after %u executions!",

executed_event_count);
assert(false);
/* If we dont have any events enabled and
no included pending responses, then we exit. */
:: else -> goto deadlock_free_label;
fi;
fi;
}

inline compute_state_after_execution()

{
/* Update executed actions set*/
executed[random_event_executed] = 1 ;
executed_event_count++;

/* Delete entry from responses set if it is a response to some other action*/

responses[random_event_executed] = 0 ;
index = 0;

do

:: index < event_count ->

/* Include actions which are included by this action
if

:: include_relation[random_event_executed].to[index]
:: else -> skip;

fi;

/* Exclude actions which are excluded by this action
if

: exclude_relation[random_event_executed].to[index]
:: else -> skip;
fi;

in

in

set included */

1 -> included[index]

set included */

1 -> included[index] =

/* Include actions which are responses to this action in set responses */

if

:: response_relation[random_event_executed].to[index] ==

11 else -> skip;
fi;

index = index + 1;
: else -> break;
od;

}

active proctype dcrs()

{
/* Specification of DCR graph */
model_specification();
do

/* Clearing away enabled set */
clear_enabled_events();

/* Compute which events are enabled */
compute_enabled_events();

/* Execute an action non-nondeterministically */
nondeterministic_execution();

-> responses[index]
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/* Compute state after execution. */
compute_state_after_execution();
od;

deadlock_free_label:
printf("The given DCR graph is deadlock free");
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A.2 PROMELA Code for Strongly Deadlock Free Property
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/*

DCRS Example: Givemedicine-nonstronglydedalockfree PROMELA language code for model checking in SPIN tool.
Generated on 2012-01-28T18:01:59 by DCRStoPROMELA Compiler.

Developed by Raghava Rao Mukkamala (rao@itu.dk)

*/

t#tdefine event_count 4

/* Declaration of events */
#define pm ©

t#tdefine s 1

#define gm 2

#define dt 3

typedef twodimensionalarray {bit to[event_count]};
/* Declaration of relations */

twodimensionalarray condition_relation[event_count];
twodimensionalarray response_relation[event_count];
twodimensionalarray include_relation[event_count];
twodimensionalarray exclude_relation[event_count];
twodimensionalarray milestone_relation[event_count];
/* Declarations of Marking */

bit included[event_count];

bit executed[event_count];

bit responses[event_count];

bit enabledset[event_count];

/* Looping Counters */
byte index = ©;
byte index2 = 0;

short executed_event_count = 0;
bit accepted_marking = 1;
bit accepted_state_reached = 0;

bit can_execute = 1;

byte loopindex = 0;

/* Not possible to assign -1 to a byte, so assign it event_count + 1 */
show byte random_event_executed = event_count + 1;

bit any_included_pending_responses = 0;

inline model_specification()

{

/* Specification of DCR Graph */
/* Relations */

condition_relation[s].to[pm] = 1;
condition_relation[gm].to[pm] = 1;
condition_relation[gm].to[s] = 1;
condition_relation[dt].to[s] = 1;

response_relation[pm].to[gm] = 1;
response_relation[dt].to[s] = 1;

include_relation[s].to[gm] = 1;
include_relation[s].to[dt] = 1;
exclude_relation[pm].to[pm] = 1;
exclude_relation[gm].to[dt] = 1;
exclude_relation[dt].to[gm] = 1;

/* Specification of the initial state */
/* Included Actions */

included[pm] = 1;

included[s] = 1;

included[gm] = 1;
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included[dt] = 1;

/* Pending Responses */
responses[pm] = 1;

}
inline clear_enabled_events()
{
index = 0;
do
:: index < event_count -> enabledset[index] = @ ; index
: else -> break;
od;

}

inline compute_enabled_events()

{

index = 0;

/* Find out which actions are enabled */

do /* Loop for outer dimesion, to loop row ount */

: index <
if
:: included[index] ==
index2 = 9;
can_execute = 1;
do /* inner loop for 2nd dimension */

: index2 < event_count ->
if

event_count ->

->

: condition_relation[index].to[index2] == 1

if

:: else ->skip;

fi;

;1 else ->skip;
fi;
if

: milestone_relation[index].to[index2] ==

if
:: included[index2] ==

1 && responses[index2] ==
: else ->skip;

fi;
11 else ->skip;
fi;
index2 = index2 + 1;
:: else -> break;
od;
enabledset[index] = (can_execute -> 1 : 0);
::else -> skip;
fi;
index++;
: else -> break;
od;

}

inline nondeterministic_execution()

{

any_included_pending_responses = 0;
index = 9;
do

11 index <

event_count ->
if

:: (responses[index] == 1 ) && (included[index] =

any_included_pending_responses = 1 ;
: else -> skip;
fi;
index = index + 1;

->

->

=1) ->

index + 1;

included[index2] == 1 && executed[index2] != 1 -> can_execute

-> can_execute
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. else -> break;

od;

/* Non deterministic execution for strongly deadlock free. */

if

:: (enabledset[pm] == 1) && (responses[pm] == 1 ) -> random_event_executed = pm;
(enabledset[s] == 1) && (responses[s] == 1 ) -> random_event_executed = s;
(enabledset[gm] == 1) & (responses[gm] == 1 ) -> random_event_executed = gm;

:: (enabledset[dt] == 1) && (responses[dt] == 1 ) -> random_event_executed = dt;

11 else ->
if

:: (any_included_pending_responses) ->
strongly_dead_lock_reached:printf("Strongly dead lock reached after %u executions!",
executed_event_count);

assert(0);

/* If we dont have any enabled events and no included pending responses, then we exit. */
:: else -> goto strongly deadlock_free_label;
fi;

fi;

}

inline compute_state_after_execution()
{
/* Update executed actions set*/
executed[random_event_executed] = 1 ;
executed_event_count++;
/* Delete entry from responses set if it is a response to some other action*/
responses[random_event_executed] = 0 ;
index = 0;
do
:: index < event_count ->

/* Include actions which are included by this action in set included */
if

:: include_relation[random_event_executed].to[index] =
:: else -> skip;

fi;

1 -> included[index]

1}
[y
[

/* Exclude actions which are excluded by this action in set included */
if
: exclude_relation[random_event_executed].to[index] == 1 -> included[index] = @ ;
:: else -> skip;
fi;

/* Include actions which are responses to this action in set responses */

if

:: response_relation[random_event_executed].to[index] == 1 -> responses[index]
11 else -> skip;

fi;

]
=
[

index = index + 1;
: else -> break;
od;

}
active proctype dcrs()

/* Call model_specification() to assign necessary constraints*/
model_specification();
do

/* Clearing away enabled set */

clear_enabled_events();

/* Compute which ations are enabled based on latest execution set */
compute_enabled_events();

/* Execute an action non-nondeterministically */
nondeterministic_execution();
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/* Compute state after execution. */
compute_state_after_execution();
od;
strongly_deadlock_free_label: printf("The given DCR graph is strongly deadlock free");
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A.3 PROMELA Code for Liveness Property
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/*

DCRS Example: Givemedicine PROMELA 1language code for model checking in SPIN tool.
Generated on 2012-01-30T02:22:24 by DCRStoPROMELA Compiler.

Developed by Raghava Rao Mukkamala (rao@itu.dk)

*/

t#tdefine event_count 4

/* Declaration of events */
#define pm ©

t#tdefine s 1

#define gm 2

#define dt 3

typedef twodimensionalarray {bit to[event_count]};
/* Declaration of relations */

twodimensionalarray condition_relation[event_count];
twodimensionalarray response_relation[event_count];
twodimensionalarray include_relation[event_count];
twodimensionalarray exclude_relation[event_count];
twodimensionalarray milestone_relation[event_count];
/* Declarations of Marking */

bit included[event_count];

bit executed[event_count];

bit responses[event_count];

bit enabledset[event_count];

/* Looping Counters */
byte index = ©;
byte index2 = 0;

short executed_event_count = 0;
bit accepted_marking = 1;
bit accepted_state_reached = 0;

bit can_execute = 1;

byte loopindex = 0;

/* Not possible to assign -1 to a byte, so assign it event_count + 1 */
show byte random_event_executed = event_count + 1;

bit any_included_pending_responses = 0;

/* New Variables for acceptance over infinite runs. */
byte state_index = 0;

bit include_response_current[event_count];

bit included_actions_nextstate[event_count];

bit pending_responses_nextstate[event_count];

bit include_response_nextstate[event_count];
bit acceptable_responses_set[event_count];
bit m_set[event_count];

byte min_include_response_current;

byte min_m_set;

byte m_set_count = 0;

byte include_response_current_set_count = 0;
byte include_response_nextstate_set_count =
bit accepting_state_visited = 9;

0;

inline model_specification()

{

/* Specification of DCR Graph */
/* Relations */

condition_relation[s].to[pm] = 1;
condition_relation[gm].to[pm] = 1;
condition_relation[gm].to[s] =1

condition_relation[dt].to[s] =1

E]
)

1
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response_relation[pm].to[gm] = 1;
response_relation[dt].to[s] = 1;
response_relation[pm].to[s] = 1;

include_relation[s].to[gm] = 1;
include_relation[s].to[dt] = 1;
exclude_relation[pm].to[pm] = 1;
exclude_relation[gm].to[dt] = 1;
exclude_relation[dt].to[gm] = 1;

/* Specification of the initial state */
/* Included Actions */

included[pm] = 1;

included[s] = 1;

included[gm] = 1;

included[dt] = 1;

/* Pending Responses */
responses[pm] = 1;

}
inline clear_enabled_events()
{
index = 9;
do
:: index < event_count -> enabledset[index] = @ ; index = index + 1;
:: else -> break;
od;
}
inline compute_enabled_events()
{

index = 9;
/* Find out which actions are enabled */
do /* Loop for outer dimesion, to loop row ount */
: index < event_count ->
if
: included[index] == 1 ->
index2 = 9;
can_execute = 1;
do /* inner loop for 2nd dimension */
:: index2 < event_count ->

if
:: condition_relation[index].to[index2] == ->
if
:: included[index2] == 1 && executed[index2] != 1 -> can_execute = 0;
: else ->skip;
fi;
: else ->skip;
fi;
if
:: milestone_relation[index].to[index2] == ->
if
:: included[index2] == 1 && responses[index2] == -> can_execute = 0;
:: else ->skip;
fi;
:: else ->skip;
fi;

index2 = index2 + 1;
: else -> break;
od;
enabledset[index] = (can_execute
::else -> skip;
fi;

'
v
[y

10);
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index++;
:: else -> break;
od;
}

inline nondeterministic_execution()
{
any_included_pending_responses = 0;
index = 9;
do
:: index < event_count ->
if
:: (responses[index] == 1 ) && (included[index] == 1) -> any_included_pending_responses = 1
: else -> skip;
fi;
index = index + 1;
:: else -> break;

El

od;
/* Non deterministic execution for strongly Liveness. */
if
:: (enabledset[pm] == 1) -> random_event_executed = pm;
(enabledset[s] == 1) -> random_event_executed = s;
(enabledset[gm] == 1) -> random_event_executed = gm;
: (enabledset[dt] == 1) -> random_event_executed = dt;
: else ->
if
:: (any_included_pending_responses) ->
strongly_dead_lock_reached: printf("Dead lock reached after %u executions!", "4
executed_event_count);
assert(false);
/* If we dont have any actions enabled and no included pending responses, then we exit. */
:: else -> goto end_state;
fi;
fi;
}

inline compute_include_response_sets()
{
index = 9;
do
:: index < event_count ->
/* Update for include_response_current set. */
include_response_current[index] = ( (included[index] && responses[index]) -> 1: @ );
/* Calculation of next state set */
/* Updating the included_actions_nextstate set */
if
:: include_relation[random_event_executed].to[index] -> included_actions_nextstate[index]
:: exclude_relation[random_event_executed].to[index] -> included_actions_nextstate[index]
:: else -> included_actions_nextstate[index] = included[index];
fi;
/* Updating the pending_responses_nextstate set */
/* Clear the pending response for random_event_executed unless it is not included by itself */

o
[
e we

if

:: response_relation[random_event_executed].to[index] -> pending_responses_nextstate[index] = 1 ;

:: else -> pending_responses_nextstate[index] = ((random_event_executed == index) -> @: responses ¥
[index]);

fi;

/* Updating the include_response_nextstate set */

include_response_nextstate[index] = ( (included_actions_nextstate[index] && "4

pending_responses_nextstate[index]) -> 1: @ );
/* Compute the acceptable_responses_set (I and R \ (I' and R') U (e)) */
acceptable_responses_set[index] = ( include_response_current[index] && (! "4
include_response_nextstate[index]) -> 1:0 );
m_set[index] = ((include_response_current[index] && (index > state_index)) -> 1: 0);
index = index + 1;
: else -> break;
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od;
/* Add the current random action executed to the acceptable_responses_set to get (I and R \ (I' and R'w¥¢
) U (e))*/
acceptable_responses_set[random_event_executed] = 1;
}
inline compute_set_minimum()
{
/* Initially set the min_m_set to highest number as default as © is also used as action index */
min_m_set = event_count;
min_include_response_current = event_count;
/* Assign the index to event_count, as we will loop through the array in reverse order to find out min ¥
. ¥/
index = event_count;
m_set_count = 0;
include_response_current_set_count = 0;
include_response_nextstate_set_count = 0;
do
index > 0 ->
/* min for m_set */
if
:: m_set[index -1] -> min_m_set = (index -1);
m_set_count++;
:: else -> skip;
fi;
/* min for include_response_current set */
if
include_response_current[index -1] -> min_include_response_current = (index -1);
include_response_current_set_count++;
:: else -> skip;
fi;
/* Find out how many elements are in the include_response_nextstate set */
include_response_nextstate_set_count = (include_response_nextstate[index -1] -> "4
include_response_nextstate set_count + 1 : include_response_nextstate_set_count);
index--;
. else -> break;
od;
}
inline check_state_acceptance_condition()
{
if
/* If no pending responses in the next set. */
:: (include_response_nextstate_set_count == 9) ->
progress_state_0: accepting_state_visited = 1;
:: ((m_set_count > ©) && (acceptable_responses_set[min_m_set])) ->
progress_state_1: accepting_state_visited = 1; state_index = min_m_set ;
i1 ((m_set_count == @) & & (min_include_response_current < event_count) && "4
(acceptable_responses_set[min_include_response_current])) ->
progress_state_2: accepting_state_visited = 1; state_index = min_include_response_current ;
/* Otherwise dont change the state index. */
:: else -> accepting_state_visited = 0;
fi;
}

inline compute_state_after_execution()
{
/* Update executed actions set*/
executed[random_event_executed] = 1 ;
executed_event_count++;
/* Delete entry from responses set if it is a response to some other action*/
responses[random_event_executed] = 0 ;
index = 0;
do
index < event_count ->
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/* Include actions which are included by this action in set included */
if

: include_relation[random_event_executed].to[index] == 1 -> included[index] = 1 ;
11 else -> skip;
fi;
/* Exclude actions which are excluded by this action in set included */
if
:: exclude_relation[random_event_executed].to[index] == 1 -> included[index] = 0@ ;
:: else -> skip;
fi;
/* Include actions which are responses to this action in set responses */
if
:: response_relation[random_event_executed].to[index] == 1 -> responses[index] = 1 ;
:: else -> skip;
fi;

index = index + 1;
:: else -> break;
od;

}

active proctype dcrs()

/* Call model_specification() to assign necessary constraints*/
model_specification();

do
/* Clearing away enabled set */
clear_enabled_events();
/* Compute which ations are enabled based on latest execution set */
compute_enabled_events();
/* Execute an action non-nondeterministically */
nondeterministic_execution();
/* Compute include response sets and m-set etc */
compute_include_response_sets();
/* Compute minimum values for include response sets and m-set etc */
compute_set_minimum();
/* Compute state accepting conditions */
check_state_acceptance_condition();
/* Compute state after execution. */
compute_state_after_execution();

od;

end_state: printf("End state reached after %u", executed_event_count);
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A.4 PROMELA Code for Strongly Liveness Property
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/*

DCRS Example: Givemedicine PROMELA 1language code for model checking in SPIN tool.
Generated on 2012-01-30T02:22:24 by DCRStoPROMELA Compiler.

Developed by Raghava Rao Mukkamala (rao@itu.dk)

*/

t#tdefine event_count 4

/* Declaration of events */
#define pm ©

t#tdefine s 1

#define gm 2

#define dt 3

typedef twodimensionalarray {bit to[event_count]};
/* Declaration of relations */

twodimensionalarray condition_relation[event_count];
twodimensionalarray response_relation[event_count];
twodimensionalarray include_relation[event_count];
twodimensionalarray exclude_relation[event_count];
twodimensionalarray milestone_relation[event_count];
/* Declarations of Marking */

bit included[event_count];

bit executed[event_count];

bit responses[event_count];

bit enabledset[event_count];

/* Looping Counters */
byte index = ©;
byte index2 = 0;

short executed_event_count = 0;
bit accepted_marking = 1;
bit accepted_state_reached = 0;

bit can_execute = 1;

byte loopindex = 0;

/* Not possible to assign -1 to a byte, so assign it event_count + 1 */
show byte random_event_executed = event_count + 1;

bit any_included_pending_responses = 0;

/* New Variables for acceptance over infinite runs. */
byte state_index = 0;

bit include_response_current[event_count];

bit included_actions_nextstate[event_count];

bit pending_responses_nextstate[event_count];

bit include_response_nextstate[event_count];
bit acceptable_responses_set[event_count];
bit m_set[event_count];

byte min_include_response_current;

byte min_m_set;

byte m_set_count = 0;

byte include_response_current_set_count = 0;
byte include_response_nextstate_set_count =
bit accepting_state_visited = 9;

0;

inline model_specification()

{

/* Specification of DCR Graph */
/* Relations */

condition_relation[s].to[pm] = 1;
condition_relation[gm].to[pm] = 1;
condition_relation[gm].to[s] =1

condition_relation[dt].to[s] =1

E]
)

1
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response_relation[pm].to[gm] = 1;
response_relation[dt].to[s] = 1;
response_relation[pm].to[s] = 1;

include_relation[s].to[gm] = 1;
include_relation[s].to[dt] = 1;
exclude_relation[pm].to[pm] = 1;
exclude_relation[gm].to[dt] = 1;
exclude_relation[dt].to[gm] = 1;

/* Specification of the initial state */
/* Included Actions */

included[pm] = 1;

included[s] = 1;

included[gm] = 1;

included[dt] = 1;

/* Pending Responses */
responses[pm] = 1;

}
inline clear_enabled_events()
{
index = 9;
do
:: index < event_count -> enabledset[index] = @ ; index = index + 1;
:: else -> break;
od;
}
inline compute_enabled_events()
{

index = 9;
/* Find out which actions are enabled */
do /* Loop for outer dimesion, to loop row ount */
: index < event_count ->
if
: included[index] == 1 ->
index2 = 9;
can_execute = 1;
do /* inner loop for 2nd dimension */
:: index2 < event_count ->

if
:: condition_relation[index].to[index2] == ->
if
:: included[index2] == 1 && executed[index2] != 1 -> can_execute = 0;
: else ->skip;
fi;
: else ->skip;
fi;
if
:: milestone_relation[index].to[index2] == ->
if
:: included[index2] == 1 && responses[index2] == -> can_execute = 0;
:: else ->skip;
fi;
:: else ->skip;
fi;

index2 = index2 + 1;
: else -> break;
od;
enabledset[index] = (can_execute
::else -> skip;
fi;

'
v
[y

10);

2
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index++;
:: else -> break;
od;
}
inline nondeterministic_execution()
{
any_included_pending_responses = 0;
index = 9;
do
:: index < event_count ->
if
:: (responses[index] == 1)
&_& (included[index] == 1) ->
any_included_pending_responses = 1 ;
:: else -> skip;
fi;
index = index + 1;
:: else -> break;
od;
/* Non deterministic execution for strongly Liveness. */
if
:: (enabledset[pm] == 1) && (responses[pm] ==1 ) ->
random_event_executed = pm;
(enabledset[s] == 1) && (responses[s] ==1) ->
random_event_executed = s;
(enabledset[gm] == 1) && (responses[gm] == 1 ) ->
random_event_executed = gm;
(enabledset[dt] == 1) && (responses[dt] == 1 ) ->
random_event_executed = dt;
it else ->
if
:: (any_included_pending_responses) ->
strongly_dead_lock_reached:
printf("Dead lock reached after %u executions!",
executed_event_count);
assert(false);
/* If we dont have any actions enabled and
no included pending responses, then we exit. */
: else -> goto end_state;
fi;
fi;
}
inline compute_include_response_sets()
{
index = 0;
do

: index < event_count ->
/* Update for include_response_current set. */
include_response_current[index] =
( (included[index] && responses[index]) -> 1: @ );
/* Calculation of next state set */
/* Updating the included_actions_nextstate set */
if
:: include_relation[random_event_executed].to[index] ->
included_actions_nextstate[index] = 1 ;
:: exclude_relation[random_event_executed].to[index] ->
included_actions_nextstate[index] = 0 ;

:: else -> included_actions_nextstate[index] = included[index];

fi;
/* Updating the pending_responses_nextstate set */
/* Clear the pending response for random_event_executed
unless it is not included by itself */
if
: response_relation[random_event_executed].to[index] ->

3
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pending_responses_nextstate[index] = 1 ;
:: else -> pending_responses_nextstate[index] =
((random_event_executed == index) -> ©: responses[index]);
fi;
/* Updating the include_response_nextstate set */
include_response_nextstate[index] =
( (included_actions_nextstate[index] && pending_responses_nextstate[index]) -> 1: @ );
/* Compute the acceptable_responses_set (I and R \ (I' and R") U (e)) */
acceptable_responses_set[index] =
( include_response_current[index] && (!include_response_nextstate[index]) -> 1:0 );
m_set[index] = ((include_response_current[index] && (index > state_index)) -> 1: 0);
index = index + 1;
:: else -> break;

od;
/* Add the current random action executed to the acceptable_responses_set to get (I and R \ (I' and R') ¢
U (e))*/
acceptable_responses_set[random_event_executed] = 1;
}
inline compute_set_minimum()
{
/* Initially set the min_m_set to highest number as default as © is also used as action index */
min_m_set = event_count;
min_include_response_current = event_count;
/* Assign the index to event_count, as we will loop through the array in reverse order to find out min ¢
. ¥/
index = event_count;
m_set_count = 0;
include_response_current_set_count = 0;
include_response_nextstate_set_count = 0;
do
index > @ ->
/* min for m_set */
if
:: m_set[index -1] -> min_m_set = (index -1);
m_set_count++;
:: else -> skip;
fi;
/* min for include_response_current set */
if
include_response_current[index -1] -> min_include_response_current = (index -1);
include_response_current_set_count++;
:: else -> skip;
fi;
/* Find out how many elements are in the include_response_nextstate set */
include_response_nextstate_set_count = (include_response_nextstate[index -1] -> "4
include_response_nextstate_set_count + 1 : include_response_nextstate_set_count);
index--;
: else -> break;
od;
}

inline check_state_acceptance_condition()
{
if
/* If no pending responses in the next set. */
:: (include_response_nextstate_set_count == 9) ->
progress_state_0: accepting_state_visited = 1;
1t ((m_set_count > @) && (acceptable_responses_set[min_m_set])) ->
progress_state_1: accepting_state_visited = 1; state_index = min_m_set ;
:: ((m_set_count == @) & & (min_include_response_current < event_count) && "4
(acceptable_responses_set[min_include_response_current])) ->
progress_state_2: accepting_state_visited = 1; state_index = min_include_response_current ;
/* Otherwise dont change the state index. */
:: else -> accepting_state_visited = 0;
fi;
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inline compute_state_after_execution()

Update executed actions set*/

executed[random_event_executed] = 1 ;
executed_event_count++;

/* Delete entry from responses set if it is a response to some other action*/
responses[random_event_executed] = 0 ;
index = 0;

: index < event_count ->

/* Include actions which are included by this action
if

:: include_relation[random_event_executed].to[index]
:: else -> skip;

fi;

/* Exclude actions which are excluded by this action
if

:: exclude_relation[random_event_executed].to[index]
11 else -> skip;

fi;

in

in

set included */

1 -> included[index] =

set included */

1 -> included[index]

/* Include actions which are responses to this action in set responses */

if

:: response_relation[random_event_executed].to[index] ==

11 else -> skip;
fi;

index = index + 1;

:: else -> break;

}

{
/*
do
od;

}

active proctype dcrs()

{
/*

Call model_specification()*/

model_specification();

do

od;

/* Clearing away enabled set */
clear_enabled_events();

/* Compute which ations are enabled based

on latest execution set */
compute_enabled_events();

/* Execute an action non-nondeterministically */
nondeterministic_execution();

/* Compute include response sets and m-set etc */
compute_include_response_sets();

/* Compute minimum values for include

response sets and m-set etc */
compute_set_minimum();

/* Compute state accepting conditions */
check_state_acceptance_condition();

/* Compute state after execution. */
compute_state_after_execution();

end_state: printf("End state reached after %u",

executed_event_count);

-> responses[index]

5
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/*

DCRS Example: Givemedicine ZING language code for model checking in ZING tool.
Generated on 2010-06-17T14:17:56 by DCRStoPROMELA Compiler.

Developed by Raghava Rao Mukkamala (rao@itu.dk)

*/

// Section for Common Declarations
enum TypeActionsEnum {pm, s, gm, dt };

set TypeActionsSet TypeActionsEnum;

set TypeRelationsSet Relation;

class DCRSMain

{
// set of actions whose conditions are executed.
static TypeActionsSet EnabledActionsList;
// E set
static TypeActionsSet ExecutedActionsList;
// I set
static TypeActionsSet IncludedActionsList;
// R set
static TypeActionsSet PendingResponseslList;
static TypeActionsEnum executingAction;

static int numberOfExecutions;

static bool atleast_one_accepting_run;

activate static void Main()

{
// Initialise the sets for the state..
EnabledActionsList = new TypeActionsSet;
ExecutedActionsList = new TypeActionsSet;
IncludedActionsList = new TypeActionsSet;

PendingResponsesList = new TypeActionsSet;

// Get the DCRS model specification
DCRSModel.Initialise();

while(true)
{
ComputeEnabledActions();

assert( sizeof(EnabledActionsList) > @, "Dead lock");

//assert (sizeof(PendingResponseslList) == @, "accepting state reached");

executingAction = choose(EnabledActionsList);
UpdateStatespace(executingAction);

if(sizeof(PendingResponsesList) == 0)

{
}

atleast_one_accepting_run = false;

//atleast_one_accepting run = (sizeof(PendingResponseslList) == @) ? true :
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atleast_one_accepting_run ;

//event ( numberOfExecutions, (numberOfExecutions > @) );
//trace ("Number of executions {@}", numberOfExecutions);

}

assert((!atleast_one_accepting_run), "There is not even a single accepting run!");

static void ComputeEnabledActions()

{

// start with an assumption that all the included actions are enabled
EnabledActionsList = CloneActionSets(IncludedActionsList, EnabledActionsList);

// Here the logic is to iterate through all the ConditionsSet relations, and find out
//which actions are to be deleted.
foreach( Relation relation in DCRSModel.ConditionsSet)
if (! (relation.Child in ExecutedActionsList))
EnabledActionsList = EnabledActionsList - relation.Parent ;

}

// Here the logic is to iterate through all the ConditionsSet relations, and find out
//which actions are to be deleted.
foreach( Relation relationl in DCRSModel.StrongConditionsSet)
if (! (relationl.Child in ExecutedActionsList)) if (relationl.Child in PendingResponseslList)

EnabledActionsList = EnabledActionsList - relationl.Parent ;

}

static void UpdateStatespace(TypeActionsEnum exeAction)

{

// Update the counter for numberOfExecutions
//numberOfExecutions = numberOfExecutions + 1;

// First update ExecutedActionsList.
ExecutedActionsList = ExecutedActionsList + exeAction;

// Update IncludedActionsList with includes and excludes
// Here the logic is to iterate through all the include relations, and find out
// which actions are to be included.

foreach( Relation relationl in DCRSModel.IncludesSet)

if (relationl.Parent == exeAction)

{
}

IncludedActionsList = IncludedActionsList + relationl.Child ;

}

// Here the logic is to iterate through all the exclude relations, and find out
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1

// which actions are to be excluded.
foreach( Relation relation2 in DCRSModel.ExcludesSet)

{
if (relation2.Parent == exeAction)
{
IncludedActionsList = IncludedActionsList - relation2.Child ;
}
¥

// update pending responses ( ie remove exeAction)
PendingResponsesList = PendingResponseslList - exeAction ;

foreach( Relation relation3 in DCRSModel.ResponsesSet)

{
if (relation3.Parent == exeAction)
{
PendingResponsesList = PendingResponseslList + relation3.Child ;
¥
}

}

static TypeActionsSet CloneActionSets(TypeActionsSet source, TypeActionsSet target)
{

// Make sure that no elements are left in the set.
if(sizeof(target) > 0)
{

}

target = new TypeActionsSet;
// Copy all elements one by one.
foreach(TypeActionsEnum action in source )

target = target + action ;

}

return target;

class DCRSModel

{

static TypeActionsSet ActionsList;

static TypeRelationsSet IncludesSet;

static TypeRelationsSet ExcludesSet;

static TypeRelationsSet ConditionsSet;
static TypeRelationsSet StrongConditionsSet;
static TypeRelationsSet ResponsesSet;

static void Initialise()

¢ ActionsList = new TypeActionsSet;

ActionsList = ActionsList + TypeActionsEnum.pm;

ActionslList = ActionsList + TypeActionsEnum.s;
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ActionsList = ActionsList + TypeActionsEnum.gm;
ActionslList = ActionsList + TypeActionsEnum.dt;
// Initialize include relations.
IncludesSet = new TypeRelationsSet;
CreateRelation( TypeActionsEnum.s, TypeActionsEnum.gm, IncludesSet);
CreateRelation( TypeActionsEnum.s, TypeActionsEnum.dt, IncludesSet);
// Initialize Exclude relations.
ExcludesSet = new TypeRelationsSet;
CreateRelation( TypeActionsEnum.gm, TypeActionsEnum.dt, ExcludesSet);
CreateRelation( TypeActionsEnum.dt, TypeActionsEnum.gm, ExcludesSet);
// Initialize condition relations.
ConditionsSet = new TypeRelationsSet;
CreateRelation( TypeActionsEnum.s, TypeActionsEnum.pm, ConditionsSet);
CreateRelation( TypeActionsEnum.gm, TypeActionsEnum.s, ConditionsSet);
CreateRelation( TypeActionsEnum.dt, TypeActionsEnum.s, ConditionsSet);
// Initialise StrongConditionsSet
StrongConditionsSet = new TypeRelationsSet;
CreateRelation( TypeActionsEnum.gm, TypeActionsEnum.s, StrongConditionsSet);

CreateRelation( TypeActionsEnum.dt, TypeActionsEnum.s, StrongConditionsSet);

// // Initialize Responses relations.

ResponsesSet = new TypeRelationsSet;

CreateRelation( TypeActionsEnum.pm, TypeActionsEnum.gm, ResponsesSet);
CreateRelation( TypeActionsEnum.pm, TypeActionsEnum.s, ResponsesSet);

CreateRelation( TypeActionsEnum.dt, TypeActionsEnum.s, ResponsesSet);

// update included set with actions which are initially included.
//DCRSMain.IncludedActionsList = ActionslList;

DCRSMain.IncludedActionsList = DCRSMain.CloneActionSets(ActionsList, DCRSMain.IncludedActionslList);

static void CreateRelation(TypeActionsEnum dom, TypeActionsEnum ran, TypeRelationsSet relationSet)

{
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Relation rel;
rel = new Relation;
rel.Initialise( dom, ran);

relationSet = relationSet + rel;

¥

class Relation

t TypeActionsEnum Child;
TypeActionsEnum Parent;
void Initialise(TypeActionsEnum dom, TypeActionsEnum ran)
{

Parent = dom;

Child = ran;

1
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