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Preface

The Workshop on e-Business (WeB) is a premier annual workshop on e-business and
e-commerce. The purpose of the workshop is to provide an open forum for e-business
researchers and practitioners worldwide to explore and respond to the challenges of
next-generation e-business systems, share the latest research findings, explore novel
ideas, discuss success stories and lessons learned, map out major challenges, and
collectively chart the future directions of e-business. Since its inception in 2000, the
WeB workshop has attracted state-of-the-art research and followed closely the devel-
opments in the technical and managerial aspects of e-business. The 15th Annual
Workshop on e-Business (WeB 2016) was held in Dublin, Ireland, on December 10,
2016.

The theme of WeB 2016 was “Internetworked World.” Digitalization, consumer-
ization, global platforms, and transformative innovations are causing industry con-
vergence at a record pace. The lifecycle of companies has shifted, restructuring can
happen overnight, and in the leading cases there are enormous benefits to be reaped – if
the partnering e-business and social media networks/platforms are constructed properly
and effectively.

This has opened up wholly new opportunities for consumers to take advantage of
global supply of goods and services over the Internet and logistics, resulting in the
growth of a new generation of Internet consumers/businesses. Simultaneously, inno-
vative nations are establishing cooperation between industry, government, and
consumers/citizens to boost service co-creation and to transform public and private
sector efficiency, thus creating new jobs, services, and businesses. The novel tech-
nologies are making it feasible for both new entrants and incumbents to try innovative
ideas within their businesses with the help of global platforms and networks. The
consumer responses, business transactions, and market sentiments can be sensed in real
time in this internetworked world and tracked via data analytics. WeB 2016 provided a
forum for scholars to exchange ideas and share results from their research on the
aforementioned theme. Original research articles addressing a broad coverage of
technical, managerial, economic, and strategic issues related to consumers, businesses,
industries, and governments were presented at the workshop. These articles employed
various IS research methods such as case study, survey, analytical modeling, experi-
ments, computational models, design science, etc.

We received 46 submissions and each submission was reviewed by three reviewers.
The Program Committee co-chairs had a final consultation meeting to look at all the
reviews and make the final decisions on the papers to be accepted. We accepted 23
papers (50%), including 15 papers as long/regular papers and 8 as short papers.



We would like to thank all the reviewers for their time and effort and for completing
their review assignments on time despite tight deadlines. Many thanks to the authors
for their contributions.

September 2017 Ming Fan
William Golden
Jukka Heikkilä

Hongxiu Li
Michael J. Shaw

Han Zhang
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A Consumer-Oriented Decision-Making
Approach for Selecting the Cloud Storage

Service: From PAPRIKA Perspective

Salim Alismaili1(&), Mengxiang Li2, Jun Shen1, and Qiang He2

1 School of Computing and Information Technology, University of Wollongong,
Wollongong, Australia

szaai787@uowmail.edu.au, jshen@uow.edu.au
2 School of Software and Electrical Engineering,

Swinburne University of Technology, Melbourne, Australia
mli@uow.edu.au, qhe@swin.edu.au

Abstract. In recent years there is a growth in the number of companies that
offers cloud storage solutions. From user’s perspectives, it is becoming a
challenging task to choose which cloud storage to use and from whom, based on
user’s needs. In this context, no framework can evaluate the decision criteria for
selection of cloud storage services. This paper proposes a solution to this
problem by identifying the cloud storage criteria and introduces the PAPRIKA
approach for measuring the criteria of cloud storage based on client’s preference.
This work demonstrated the applicability of the framework (decision model) by
testing it with eleven users of cloud storage services. The results showed that the
model could help users in making a more informative decision about cloud
storage services.

Keywords: Cloud storage � Decision making � PAPRIKA approach

1 Introduction

Cloud computing is a contemporary computing concept for conveying on-demand
resources (e.g., infrastructure, platform, and software) to customers. The cloud com-
puting services include: Software as a Service (SaaS), where customer access to
applications that run on providers infrastructure; Platform as a Service (PaaS) where
customer use provider’s resources to develop applications or run custom applications;
Infrastructure as a Service (IaaS) where customer use provider’s environment provides
services such as storage and networking infrastructure [1]. Our focus is the cloud
storage which is a part of IaaS. Services providers usually offer IaaS storage with
scalability option either up or down based on user’s demand. Cloud storage permits
users to store their data to an online server and access them remotely from anywhere.
Data security and availability are some of the concerns from the user’s perspective for
the information warehoused in the cloud; some cloud storage providers solved these
anxieties. For instance, Google Drive implemented a two-stage verification for ensuring
additional security measure [2].

© Springer International Publishing AG 2017
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An informative decision making in the selection of the best cloud storage is crucial
for any user even when the technologies offered for free. In some situations, it is even
better in deciding on buying a service due to the supplementary features such as
collaboration and higher security protections.

With the broad availability of cloud storage options in the market, it is becoming
difficult for users to decide on the right option for them, even if the options are free of
cost. Several parameters need to be considered such as cost, storage space, support,
security, and reliability. Theses parameters in this context can be either quantitative
such as cost and storage capacity or qualitative such as reliability and support. Cur-
rently, some users might decide on a certain cloud service based on other users review,
other users might decide based on cost, another user may build his decision based on
storage capacity. There is no wider framework which considers various parameters and
rates them based on user preferences either individually or collectively for a group
decision. In a global survey conducted in 2014 and involved 26,000 consumers indi-
cated the importance of cloud storage to the majority of the participants irrespective of
their gender group [3]. This implies the importance of cloud storage and the importance
of this consumer segment. A forecast of personal cloud storage consumers worldwide
estimated to reach to US $ 1.8 billion people in 2017 [4] and it will continue in growing
in the coming years. These data provide an indication of the size of this market and,
therefore, the importance of this study. Despite the increased usage of cloud storage,
there is no framework for assessing different cloud storages available in the market
based on individual users’ requirements. Therefore, we state our problem as it is
difficult for consumers to make an informative decision on the appropriate cloud
storage for their needs.

Quality measures assist in identifying which of the available cloud storage is the
best and meets users’ needs. Because of their significance, we selected the certain
criteria that are based on ISO/IEC 94126 and a review of 25 websites of cloud services
providers. ISO usability models do not cover all usability features [5]. Therefore,
websites review was a necessary phase of this study. Some of the criteria were common
and existed in both the ISO/IEC 94126 and from our review of the websites. The other
criteria which will be evaluated and used to design our cloud storage decision model
are storage space, support, upload and download speed, security measures, cost, and
compatibility with different devices. Our decision model intends to help in providing a
mechanism for ranking these criteria based on either individual or group preferences.
The model is capable of generating each single user preference values. However,
this paper presents only the results achieved by the panel (the case: University of
Wollongong students) on their collective decision about their preference on the men-
tioned criteria.

2 Related Work

2.1 Cloud Storage

Allows users to store their data online and access them over the network from any-
where and through various computing interfaces. The hosting organisation which is the

2 S. Alismaili et al.



cloud storage provider installs a client application on a user’s device. This application
transfers any files that the users desires via the internet to the service provider then the
file can be accessed and shared to other user’s devices seamlessly and conveniently.
Data can be synchronised to an auto update on all systems where the storage software is
installed. Cloud storage have significant advantages in providing data accessibility, the
reliability of services in comparing to the traditional storage solutions, secure storage,
and disaster recovery. Also, the cloud storage cost is lower when compared with having
the traditional storage setup with expensive hardware which enquiries management and
maintained overheads. Cloud storage can be used to do various operations such as
sharing files without the need to send email attachments, storing and accessing of data,
additional backup and virtual collaboration with other users. Cloud storage providers
are competing in delivering robust techniques for backing up and archiving of data in a
secure, reliable, and practical environment. With the promised benefits, cloud storage
has brought new concerns which were not there in the past computing environment
such as security concerns and compliance issues. As a system cloud storage consists of
three things: applications, platform, and the infrastructure. Cloud storage is offered in
the three known types cloud computing: public, private, and hybrid. It is also delivered
to individual users (personal). In general, cloud storage has several features such as
resource pooling and multi-tenancy, scalability of the storage, Operational expenses
(OPEX) costing model, sharing files, and collaboration [6]. Data transmitted to cloud
storage in two ways either through web-based applications or web services application
programming interfaces (APIs). Web-based applications are mainly applied for manual
access to data, while APIs are used for managing automated processes [6]. Our focus in
this paper is the evaluation of the personal cloud storage solutions.

2.2 Cloud Storage Ranking

Comparing and selection of cloud storage services have not been an easy task due to
the wide availability of these services in different forms and with various suppliers.
Sometimes the decision of the users is based on the volume of free storage space while
other users might be more interested in the service that offers high security. It is
believed that there are various factors can influence the embracing or use of cloud
services might look in. In the next section, the paper will present seven factors which
are found to be the most influential factors to users based on our tracking of user’s
reviews about the cloud storage services.

A study by Walker, Brisken [7] investigated investment option to lease cloud
storage or to buy hard disk drives. Walker and colleagues presented a new modelling
method based on comparing purchase cost versus leasing cost of cloud services and
used empirical data. Ruiz-Alvarez and Humphrey [8] presented a mathematical model
for allocation of datasets in cloud computing. Their model focused on the cost, per-
formance, and the characteristics of cloud computing. Garg, Versteeg [9] used Ana-
lytical Hieratical Process (AHP) to rank cloud services based on customer’s quality of
services (QoS) requirements regarding criteria such as security and performance.
According to our best knowledge, those are the few studies which could be relevant to
this research; however, each study addressed a specific theme. It is believed that this
work is the first attempt at providing an approach for ranking of cloud storage services

A Consumer-Oriented Decision-Making Approach 3



for individual users. This work addresses cloud storages decision modelling and pro-
vides a decision approach based on PAPRIKA methodology taking into account
individual user’s requirements. This topic has not yet covered in the literature.

2.3 Selection Criteria for Cloud Storage

This work is a first attempt in this direction. The foundation of selecting the criteria
(parameters) for this research is based on two aspects (a) International Standard
Organisation ISO/IEC 9126 quality guidelines comprises a set of business based key
performance indicators that are useful in evaluating services such as cloud storage, and
(b) a review of twenty-five most popular cloud storage providers such as JustCloud, Zip
Cloud, Google Drive, Microsoft OneDrive, IDrive, and Dropbox. The standard defined
five characteristics (i) functionality, which explains the presence of multifunction’s and
their features; (ii) reliability, states the capability of software to sustain its performance
level under defined conditions and time frame; (iii) usability, which is the extent of
usage determination; (iv) efficiency, which bears the association of the applied
resources with the level of software performance; (v) maintainability, which endures on
the amount of effort consumed to make the intended alteration to the software; and (vi)
portability, which is the degree of the transferability of the software from one platform
to another [10].

There are still no definitions or measures of the identified attributes. The followings
define these criteria:

Security: The degree of efficiency and protection of cloud storage services regarding
access control, data privacy and confidentially. CSMIC [11] included various attributes
that fall under this category including access control, physical and environmental
security, and security management. Ensuring the security of transmission channels,
methods, and the physical storage location is essential. Security requires using
encryption, authorisation, and authentication measures [6].

Reliability: The capability of cloud storage provider to maintain its performance level
without failure during a certain time and stated conditions. Cloud services providers
should be able to provide a sufficient amount of assurance and demonstrate the
acceptable extent of stability and resilience of their services to their clients.

Support: Refer to the technical assistance provided by the cloud storage providers to
its customers. Support can be provided using different means of communication.

Storage space: The amount of space available for storing data and it is measured in
gigabytes.

Cost: Refers to the cost of cloud storage as per the specification offered. This might be
the first concern appears in users’ minds before they decide to adopt cloud storage.
Using cloud storage could leverage savings on purchasing the traditional storage
devices depending on the utilisation scope of each individual. Cloud storages offered at
different plans and prices.

4 S. Alismaili et al.



Speed (uploads and downloads): Refers to the response time. It is the unit of time
takes to upload and download a unit of data. There is a variation of upload and
download speed of the online storage services in the market.

Ease of use: Refers to the smoothness of using the cloud storage services in term of
aspects such as data management, uploading and downloading files and folders, and
accessibility. This criterion plays a vital role in the diffusion rate of cloud services.
According to CSMIC [11], many factors such as accessibility, learnability, installa-
bility, operability, and transparency can fall in this category.

3 Cloud Storage Decision Modelling

The identified criteria and their specified levels based on the evaluation of the cloud
storage providers and user’s reviews and comments are mapped in Table 1 to design
the decision model for this research.

The criteria level rankings start with lowest ranked to highest ranked as illustrated
in Table 1. For example, for the cost criteria, the highest rank is identified to be
affordable, and the lowest rank is when the cost of storage determined to be expensive.
This paper aims to provide users with a framework to improve the decision-making
process with more knowledgeable insights. The model will be tested with eleven cases
to validate its functionality and applicability.

Table 1. Cloud storage decision model

Criteria Rank Level

Storage space Lowest ranked Sufficient Cloud
Storage
service

Highest ranked High
Upload and download speed Lowest ranked Reasonable

Highest ranked Fast
Compatibility with PC,
MAC, and mobile devices

Lowest ranked Only Compatible with either
PC or MAC

Highest ranked Fully compatible with PC,
MAC, and mobile devices

Reliability Lowest ranked Reasonable (95%)
Highest ranked High (99%)

Security measures Lowest ranked Reasonable secured (98%
secured)

Highest ranked Highly secured (99.99%
secured)

Ease of use Lowest ranked Requires little knowledge
Highest ranked Easy to use

Support Lowest ranked Phone and email
Highest ranked Phone, live chat, video

tutorials, and email
Cost Lowest ranked Expensive

Highest ranked Affordable

A Consumer-Oriented Decision-Making Approach 5



4 Methodology

This paper proposing a ranking of cloud storage services using “Potentially All
Pair-wise RanKings of all possible Alternatives” (PAPRIKA) approach. The approach
is the foundation for designing and developing a Multi-Criteria Decision Modelling
(MCDM) for the cloud storage services ranking. Designing the model requires iden-
tifying the relevant criteria that have an impact on the usage of cloud storage services.
Those criteria have been developed through examination of the user’s reviews of the
selection parameters available on twenty-five cloud storage providers. The criteria and
their identified levels of preferences are the building blocks of the decision model for
this research. The decision model was structured to reveal the relative importance
(weights) of the criteria. This was achieved by the input of the participants revealing
their preference on the criteria by responding to several questions which involved
trade-offs between the criteria at the decisions step.

The evaluation of the preferences in the PAPRIKA method was achieved through
the trade-off between all the criteria. The participants had three options to choose
between every two compared criteria. These options are “pair one is better than pair
two,” “pair two is better than pair one,” and “both pairs are equal” (Fig. 1).

The evaluated criteria for this study are qualitative in nature. The relative importance
of each criterion is determined by the highest ranked of its preference level, and the total
of all the highest preference levels are equal to 100% (data available upon request).

Fig. 1. Example of a pair-wise ranking trade-off question

6 S. Alismaili et al.



PAPRIKA method is closer to human natural daily decision process as it is asso-
ciated with comparing between two alternatives at a time. In this sense, it is more
vigorous than AHP because AHP is based on 1–9 scaling system. PAPRIKA can
theoretically rank any number of alternatives. By this way, PAPRIKA provides a more
comfort in the final achieved decision. This research followed the following steps in
modelling the cloud storage decision process:

1. Activity model: preparation of the model setup was established.
2. The activity design: for revealing the relative importance of the criteria.
3. Defining criteria: the criteria and their categories (levels) were implemented. The

levels were also ranked based on the author’s intuition that relies mainly on the
review of the cloud storage providers and common sense.

4. Decisions: trading-off between criteria to reveal the preference value for each cri-
terion for each survey participant.

5. Preference values and criterion ranking: the weight of importance of the criteria as
determined by the participant as induvial or in a group.

PAPRIKA methodology was proposed to develop and test the cloud storage
decision model for several considerations. First of all, its platform provides an easy to
develop and deploy the decision model. Second, it reflects the natural human decision
on a comparison between only two criteria at a time not like other methodology which
evaluates several parameters and alternatives at once. Third, the survey development is
cost efficient and clear. Fourth, the structure of the question is direct and efficient. Fifth,
the approach is useful for subjective topics similar to this case as different people have
different opinion and preferences in the features and type of cloud storage. Sixth, the
method entails ranking of opposing substitutes through assessing all potential
undominated pairs of criteria, arriving at more concrete results with a useful model
[12]. Seventh, the method handles only two criteria to select among at a time, while
SMART/SWING (Simple Multi-Attribute Rating Technique using Swing weights),
outranking, and some CA (Conjoint Analysis) techniques use collective computations
of the criteria to rank alternatives. This makes PAPRIKA resembling human intellect in
making decisions because it is naturally easier to determine on a choice when there are
fewer options for selection. In this sense, Forman and Selly [13] mentioned that
accuracy in the scoring of alternatives depends on decision makers perception and their
conception of the scoring scale. Eighth, PAPRIKA can incubate wider preference
options than the majority of other alternative scoring methods [12], such as Discrete
Choice Experiments/Conjoint Analysis (DCE/CA), Adaptive Conjoint Analysis
(ACA), and the Analytical Hierarchy Process (AHP) [14]. For this paper, we propose
PAPRIKA methodology; we argue that this method is proper for modelling the cloud
storage.

4.1 Survey

The preference survey which was linked with the decision model was then distributed
to the participants to reveal their collective decision on the ranking of the criteria. The
survey was conducted online using PAPRIKA method through its interface named
1000Minds software [15]. Participants have the option to resume from their stopping
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point in the survey whenever they are ready. The update is occurring automatically
with every newly completed survey for instant analysis. As this methodology provides
the trade-off between only two criteria at a time, it, therefore, reduces the issues of
participant’s bias in answering the survey question without a careful reading of the
questions. This bias issue is a common problem with other forms of questionnaire due
to participants fatigue related to complexity and length of the surveys [16].

4.2 Participants

The participants of this study are students at the University ofWollongong/Australia who
already used cloud storage. Their contact details were obtained randomly through a direct
approach to various students in the campus. The students were from different disciplines.
Data collected in July 2016. Following Macefield [17] guidelines in participates size, the
responses from the eleven cases obtained in this study are sufficient to achieve the
objective of testing the usefulness and applicability of the method (see Table 2).

4.3 Cloud Storage Choice Modelling

The cloud storage model was the foundation for running the preference surveys or the
discrete choice experiments. The distribution activity of the survey was done through
the model itself using the 1000minds software platform. Within this model, two actions
have been carried out: (i) discovering participants weight values of the criteria
(ii) ranking the criteria.

5 Results and Discussion

The paper presents the results of the criterion rankings for the eleven participants who
completed 100% of the preference survey (preference values available with the authors
upon request).

5.1 Criterion Rankings

Table 3 demonstrates the ranking of the criteria for each of the participants with the
group achieved median and mean values. It is understandable that every participant had
a different opinion in their preference on ranking of the criteria due to the subjectivity
of the topic.

Table 2. Participants progress report

Progress Participants

Excluded from activity 0
Email not sent yet (or no address) 2
Email sent, not started yet 29
Started (not finished yet) 6
Finished 11
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5.2 Criterion Weights

Figure 2 presents the criteria weights and the mean value (i.e., the thicker black line). It
is evident that the storage space is the most important criteria with a weight value of
16.4% and compatibility is the least valuable criteria with a weight value of 9.1%.

Table 3. Criterion rankings

Participants

153575 153573 153574 153544 153551 153553 153555 153556 153550 153547 153546 Median Mean

Storage space 3rd 1st= 4th 2nd= 2nd 4th 1st 2nd 5th 1st 7th 2.5 3.045

Ease of use 5th 5th 6th 6th= 4th 2nd 3rd 3rd 1st= 3rd 1st 3 3.682

Support 4th 6th 1st 2nd= 1st 7th 4th= 5th 4th 6th 4th 4 4.136

Upload/download
speed

7th 7th= 3rd 6th= 5th 1st 4th= 1st 6th= 4th 2nd 5 4.455

Security measures 1st 1st= 2nd 1st 7th 8th 4th= 7th 6th= 8th 3rd 5 4.591

Cost 8th 1st= 5th 4th= 6th 6th 2nd 8th 1st= 2nd 6th 5 4.636

Reliability 2nd 4th 7th 4th= 8th 3rd 7th 6th 8th 5th 8th 6 5.682

Compatibility with
PC, MAC, mobile
devices

6th 7th= 8th 6th= 3rd 5th 8th 4th 3rd 7th 5th 6 5.773

Fig. 2. Radar chart of criterion weights
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5.3 Relative Importance of Criteria (Mean Weights)

Table 4 presents additional visualisation output to present an easy to read tabulation for
users and decision makers for more informative decision. The table considers the
marginal rate of substitution (ratio) of the column criterion for the row criterion. For
example, (row 1, col2: 1.1) indicates that ‘storage space’ was more significant to
participants for 1.1 than the ‘ease of use’ issues and (row 8, col6: 0.8) shows that
‘compatibility’ forms 0.8 of importance to the ‘cost.’

5.4 Normalised Criterion Weights and Single Criterion Scores (Means)

The criteria weights have been normalised summing to 100% (i.e. 1) and single cri-
terion scores with a normalised scale from 0 to 100 points (see Table 5). In this table,
the points system has been applied. The values show the significance of each criterion
in comparison to the other criteria and their importance to the participants. Apparently,
‘storage space’ with a weight value of 0.164 has the highest level of significance
among other criteria. The points system has been found to be easier to apply, vigorous,
and more precise than the unassisted human judgments [18]. It is worth to mention that
by changing the point values (i.e. single criterion scores), the ranking will change.

6 Contribution, Limitations, and Future Research Direction

This paper contributed in confirming the possibility to model a cloud storage
decision-making process. The model was validated with real world cases. The research
involved participants in the process of ranking criteria. The model forms a prototype
which can be used by various stakeholders including cloud storage providers to gain
additional insights to improve their services. Software developers to use the model and

Table 4. Relative importance of the criteria (mean weights)

Storage
space

Ease
of
use

Support Upload
and
download
speed

Security
measures

Cost Reliability Compatibility
with PC,
MAC, and
mobile devices

Storage space 1.1 1.2 1.3 1.3 1.4 1.7 1.8
Ease of use 0.9 1.1 1.2 1.2 1.2 1.5 1.6

Support 0.8 0.9 1.1 1.1 1.1 1.4 1.5
Upload &
download speed

0.8 0.9 0.9 1 1.1 1.3 1.4

Security measures 0.8 0.8 0.9 1 1 1.3 1.4

Cost 0.7 0.8 0.9 0.9 1 1.3 1.3
Reliability 0.6 0.6 0.7 0.8 0.8 0.8 1

Compatibility with
PC, MAC, and
mobile devices

0.6 0.6 0.7 0.7 0.7 0.8 1
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enhance it further to provide a comparison interface for potential users of cloud ser-
vices. This framework is a first effort in this context; in the future work, we are aiming
to improve the model by exploring other relevant quality parameters by incorporate
them into the model. Investigating the insights of cloud storage from different stake-
holders such as ICT experts and cloud storage providers themselves is a future research
opportunity.

7 Conclusion

Cloud storage is increasingly becoming important for many people. Currently, there are
many cloud storage services offered by different Cloud providers. One of the challenges
that are faced by cloud consumers is how to select the best cloud storage services which
can satisfy their needs. Therefore, this paper proposed an approach for calculating the
Cloud storage preference values based on criteria relative importance (weights). This
paper presented a first multi parameters framework in evaluating cloud storage
preferences.

Table 5. Normalised criterion weights and single criterion scores (means)

Criterion Criterion
weight

Level Single
criterion

(sum to
1)

Score
(0–100)

Storage space 0.164 Sufficient 0
High 100

Upload and download speed 0.126 Reasonable 0
Fast 100

Compatibility with PC, MAC,
and mobile devices

0.091 Only Compatible with either PC
or MAC

0

Fully compatible with PC,
MAC, and mobile devices

100

Reliability 0.095 Reasonable (95%) 0
High (99%) 100

Security measures 0.123 Reasonable secured (98%
secured)

0

Highly secured (99.99%
secured)

100

Ease of use 0.147 Requires little knowledge 0
Easy to use 100

Support 0.134 Phone and email 0
Phone, live chat, video tutorials,
and email

100

Cost 0.119 Expensive 0
Affordable 100
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Abstract. Positive user evaluation reflects success for a mobile application
(app). When a health app fulfills their intended objective, it leads to higher usage
and garners better evaluation. Although designing an app with a clear func-
tionality is the key to success, but most apps are built with complex function-
alities with confusing objectives that may not help a user’s end objective of
managing their health. In this regard, this study explores how functionality and
intended health effectiveness of an app influence evaluation. Tracking a set of
188 health apps for 14 weeks, we find that functionality and appeal positively
impact the evaluation of the apps. On the other hand, when the apps offer
advanced and complex functionalities that are not mature and not fully inte-
grated, the appeal will fade resulting in negative evaluations. Managerial and
research contributions of the findings are discussed.

Keywords: Health apps � Apps functionalities � Mobile health � mHealth �
Digital health

1 Introduction

Health information seeking has grown at a phenomenal rate. Health apps are pro-
grammed applications that run on smartphones and tablets to provide healthcare ser-
vices. Health apps are intended to improve a patient’s well-being. There are many types
of health apps. Some apps are designed to help the patient manage his or her health,
while others help patients and users to live a healthier lifestyle by giving them advice
on nutrition and exercise, with others offer the ability for the patient to communicate
with healthcare professionals regarding prescription refills and appointments [1, 2]. In
addition, many apps are integrated with electronic medical records allowing health care
providers to monitor patients and record their progress [3]. It is reported that there are
43,689 mobile healthcare apps available to users on the iTunes platform, with almost
equal numbers in Android platform [4]. It is predicted that the number of users
downloading health-related apps will reach to 1.7 billion by 2017 [5], with a global
revenue potential of $21.5 billion by 2018 from mobile app based health businesses [6].
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Research on the challenges of the health app usage and adoption suggest that apps
should be designed properly for better appeal and usage, with appropriate design of
their functionalities. The overall goal of a mobile health app is to improve the health
and lifestyle of its users [7]. Mobile technology can be a powerful vehicle for providing
individual level care to patients [8] if they provide effective functionalities. In this
context, apps vary widely in the functionalities. Some apps offer instructive func-
tionalities such as weight management, monitoring daily activities, patient reminders
for pills and appointments, enabling patients to self-manage medical conditions, and
locating nearby pharmacies and hospitals. Newer health apps offer more advanced
functionalities such as monitoring vitals, communication with healthcare professionals
and caregivers, ability to integrate with personal electronic health records and various
other functions. However, with the objective to attract wider patient groups, often
developers cram the apps with too many functionalities. While the intention of
cramming too many functionalities may be to achieve a variety of tasks and objectives
for the apps, but increasing functionalities may introduce complexity. The complexity
and poor design may reduce overall appeal and lead to a negative impression and
negatively impact subsequent usage intention [9]. Indeed, although health apps are
perceived to be enablers toward personalized and patient centered care, yet, the realistic
impact of apps on health is still low [10]. Given the potential benefits of health apps for
both providers and patients, Kumar et al. [11] raise the need for more research in the
area of health apps and the need for more collaboration between scholars from different
disciplines like medicine, public health, and information systems areas.

We propose that the influence of some functionalities on the appeal and evaluation
of a health app is amplified by the app effectiveness. In addition, the health effec-
tiveness of an app moderates the effect of functionalities on appeal in such way that the
appeal of the app decreases when the app offers advanced functionalities that are not
fully developed. Furthermore, we propose that the influence of functionalities of an app
on evaluation is also mediated by the appeal. In such, more appealing apps are rated
higher by users. We tracked 188 mobile health apps in the Google digital market for 14
weeks. Text mining was used to code variables, and econometric techniques for panel
data was used to analyze the data. This study contributes to the information systems
and mobile health literature in providing a better understating of how functionalities
impact the appeal and evaluation of the app.

2 Background and Prior Research

Phillips et al. [7] define mobile health as the usage of mobile technology to deliver and
enhance healthcare experience to users. Related information systems and health
information technology research have shown that health apps have the ability to deliver
healthcare in an efficient way [11]. Health apps empower patients to manage their
health, adopt a better lifestyle, and adhere better to recommended regimen [12]. Also,
apps can enable patient self-monitoring [13] and provide healthcare professionals with
additional intervention [14, 15] and treatment options [11, 12, 16–18].

Users can download health apps from the digital marketplace like itunes.apple.com
for iOS devices, play.google.com for Android devices, and Microsoft.com store for
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Microsoft devices [19]. The digital app markets provide users with a platform that
allows them to review apps and rate them after they download and use the apps. The
posted review and rating will influence other users’ perception towards an app and may
even impact the decision to download the app or not [20]. Recently, apps digital
marketplaces allowed app developers to reply to reviews and comments. Such
dynamics result in significant amount of unstructured data that provide researchers with
a rich substance to explore and investigate.

To summarize, there has been an overload in the number of available health apps.
Although there are many apps, developers and providers continue to encounter low
usage and retention [21]. To increase the usage and the value of the apps, developers
and providers tend to equip apps with more functionalities. Therefore, they need to
better understand how adding more functionalities may impact users. To our knowl-
edge, information systems and health IT researchers have not yet investigated how
health apps functionalities may change user’s evaluation. This study tries to address the
existing gap in the literature of mobile health apps.

3 Theoretical Background and Conceptual Framework

In this research, we anchor to the prior research of assimilation and contrast effects on
judgment and evaluation. The assimilation and contrast theory builds a foundation of
an individual’s evaluative judgment and attitude change. The theory argues that the
addition of new information impacts an individual’s initial opinion or attitude, the
person will compare the new information to existing information and prior experience
[22–24]. The theory explains how evaluation is based on a mental process that com-
pares a given target to existing information, ideas, or experiences; this judgment is an
accumulation of the assimilation and the contrast effects. The two processes are not
mutually exclusive; while they may happen in separate of each other, they can also
overlap depending on context and the situation. Based on this theory an individual may
use a prior knowledge to evaluate a new experience. If the new target is not discrepant
from the individuals existing expectations, the experience will be assimilated and falls
in the area of acceptance. On the other hand, if the opposite is true then the new target
will produce a contrast effect and cause user’s rejection [23, 25, 26].

The assimilation in apps occurs when the target shares common features and
attributes with existing or the previous ones. As opposed to that, the contrast happens
when the experience falls outside the user knowledge or experience. The incorporation
of the new experience that falls outside the user’s expectation can be uncomfortable to
the individual [23, 27]. Generally speaking, the assimilation and contrast effects are
silent processes, and it is hard to identify their direction, but they are often reflected in
the reviews, ratings, and attitudes towards products or services [28]. Assimilation effect
is positive in nature where the contrast effect is negative [27]. Broadly, it is apparent
that app developers need to stimulate more assimilation effect than contrast effect in
their apps. Such will help in increasing the user’s positive attitude and gain good
evaluation from users.

We suggest three sets of relationships that will have an effect on the individual’s
overall evaluation of a health app. First, we propose that advanced and instructive

Health Apps’ Functionalities, Effectiveness, and Evaluation 15



functionalities will have a direct influence on the appeal and the evaluation of the
app. The appeal in our study is the ability of the app to attract, please, interest, engage
and enjoy users. Evaluation is reflected by the average rating an app gets every week.
Second, we propose that the health app effectiveness, reflected by the positive impact
noticed by the user due to using app, will moderate the impact of functionalities on the
appeal and the evaluation of the app. Third, the appeal is a mediating factor between
the role of functionalities and effectiveness on evaluation.

Based on the assimilation and contrast effects and our three suggested relationships,
we argue that the foundation of a user’s evaluation will be primarily drawn from the
health app functionalities. For the health apps in this study, we operationalized a
classification of health apps into advanced and instructive apps. The instructive func-
tionalities are reflected through the features of providing information or instruction on
the prevention of diseases, healthy living, self-diagnosis, finding a physician or facility,
and post diagnosis education. The advanced functionalities are reflected through the
features of providing reminders, alerts, connecting with healthcare professionals,
teleconferencing, filling prescriptions, and compliance and adherence [4]. A number of
functionalities on health effectiveness will be assimilated that will, in turn, enhance the
user’s evaluation and judgment. With more effectiveness, multi-functional apps will be
able to attract more patients to realize the benefits of the app, and subsequently get
higher evaluations. On the other hand, developing apps with advanced functionalities
that are not mature or fully developed will result in a contrast effect that negatively
impacts user’s evaluation. In addition, appeal manages to establish a relationship
between the app and the user. When the app is appealing, the user will evaluate the app
positively and will be more tolerant towards glitches and bugs. We conduct an
exploratory analysis of these effects using secondary data from the Android app store.

4 Method

4.1 Data and Variables

To test the proposed relationships, we focused on health apps in the Android app store.
We collected data for a span of 14 weeks from October 2014 to January 2015. The first
week is the focal reference week for the health apps in this study. We found more than
2,203 health and medical applications in the focal week of 13th October 2014 to 20th
October 2014. We could not consider 49 apps for our analysis because they did not
have any reviews in the marketplace in the focal week. After we had examined the data
more closely, we found 73 apps in languages different than English, had unreadable
names, or duplicated in the market. Also, we excluded 1,344 that were not related to
patient’s information, treatment, diagnosis, and or disease management. We also
excluded 471 apps that were not directed to patients, rather directed towards providers,
healthcare professionals, and medical students. We were left with 188 apps. Because
this study spans for 14 weeks, we tracked these 188 apps for the 14 weeks to have an
unbalanced (minimal) panel data set of 2,243 observations.
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In Table 1, we provide a description of the variables we use in this study. To
measure appeal and health effectiveness we used two different methods. In the first
method, we examined the consistency between the polarity of review sentiment and the
number of stars that a review is received, while in the second method, we used
machine-learning techniques to predict the consistency of the review. Table 2 provides
the descriptive statistics and correlations amongst key variables used in this study.

4.2 Estimation Models

We have used panel data for our analysis. To determine if we should perform a fixed
effects or random effects analysis we ran Hausman test. The result of the test was

Table 1. Description of variables

Variable Description and operationalization

Evaluation Average weekly rating of the app in the app store
Functionalities This variable is the total count of the four instructive functionalities and

two advanced functionalities. The four major instructive functionalities of
the apps: display of information, providing instructions, search and explore
functions, and providing education. The instructive functionalities are
reflected through the features of providing information or instruction on the
prevention of diseases, healthy living, self-diagnosis, searching a physician
or facility, and education on different procedures or conditions. The two
advanced functionalities of the apps: connecting to back-end applications
with the features and aligning to workflow and operational requirements.
The advanced functionalities are reflected through the features of providing
reminders, alerts, connecting or following up with doctors or providers, or
with video or teleconferencing provisions, filling prescriptions, or
compliance and adherence

Appeal The ability of the app to attract, please, interest, engage and enjoy users in
a way that will stimulate a relationship between the user and the app. This
variable is coded by mining the text reviews of each app in each week

Health
effectiveness

The positive impact felt or noticed by the user for using a health
application. This variable is coded by mining the text reviews of each app
in each week

Table 2. Descriptive statistics and pairwise correlations amongst key variables

Variable Apps Mean Std. dev. Min Max 1 2 3 4 5 6 7 9

Evaluation 188 3.91 0.61 0 5 1
Appeal 188 0.33 0.17 0 1 0.26 1

Functionality 188 1.30 0.61 0 5 0.09 0.08 1
Effectiveness 188 0.34 0.24 0 1 0.49 0.47 0.05 1
Advanced 188 0.26 0.44 0 1 −0.01 −0.02 0.20 0.15 1

Age 188 1.20 0.56 0.1 3.5 0.11 0.10 0.16 0.09 0.06 1
Price 188 0.96 0.81 0 10 0.19 0.07 0.06 0.10 0.10 0.20 1

Download 188 850 85 1 3.561 0.36 0.21 0.20 0.16 0.11 0.12 0.05 1
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significant, hence we used a fixed effect model. In addition, the change in patient
evaluations is continuous which makes a fixed effect model a good fit for our analysis.

Evaluationi ¼ bXit þ aþ uit þ eit

where, Evaluationi is the dependent variable, Xi is a set of explanatory variables, b is a
vector of parameters, t is the time in weeks, u is the between-entity error and e are
within entity error associated with each observation.

5 Results

We found that with more effectiveness, multi-functional apps will be able to better
engage patients to use and form good relationship with the app. Also, with more
appeal, multi-functional apps will be able to attract more patients to realize the benefits
of the app, and subsequently get higher evaluations. In addition, we find support for the

Table 3. Results of Estimation Models

Variables Fixed effect models

(1) (2) (3) (4)

Direct
effect
model

Direct
effect
model

Interaction
model

Interaction
model

Appeal Evaluation Appeal Evaluation

Effectiveness � functionalities 0.103***
(0.0121)

0.227***
(0.053)

Effectiveness � advanced −0.110***
(0.013)

0.102***
(0.024)

Appeal 3.134***
(0.039)

3.100***
(0.039)

Health effectiveness 0.029***
(0.006)

0.022*
(0.012)

0.031***
(0.009)

0.030*
(0.017)

Functionalities 0.012*
(0.015)

0.087***
(0.025)

0.011*
(0.003)

0.053**
(0.009)

Advanced −0.023*
(0.009)

−0.010*
(0.016)

−0.194*
(0.020)

−0.159*
(0.038)

Constant 0.522***
(0.004)

2.251***
(0.022)

0.476***
(0.006)

2.229***
(0.022)

R-squared 0.310 0.347 0.341 0.381
F stat 15.85*** 16.36*** 16.48*** 16.78***

(1) Significance levels: ***p < 0.01, **p < 0.05, *p < 0.10
(2) Standard errors in parentheses
(3) All Models have 188 number of apps, with 2,243 observations
(3) Models control for number of apps by same developer, developers’ average ratings and
reviews in the market, total rating of the developer, price of the app, when the app was last
updated, when the app was introduced in the app store, number of downloads of the app, when
the publisher released their first app in the app market
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negative effect of advanced functionalities on the app appeal. The interaction term
(Effectiveness x Advanced) is negative and significant (refer to column 3 in Table 3,
b = −0.110, p < 0.01). The positive impact of effective functionalities on apps eval-
uation is supported as the coefficient is positive and significant (refer to column 4 in
Table 3, b = 0.102, p < 0.01). Finally, appeal manages to establish a relationship
between the app and the user. The user will evaluate the app positively and provide
developers with better feedback to improve it. Users will also be more tolerant towards
glitches and bugs in apps that they find appealing.

We tested for multicollinearity by computing variance inflation factors (VIFs) for
all estimation models. The highest VIF was 2 in the direct-effect models, confirming
that multicollinearity is not a serious concern. To reduce potential high multi-
collinearity issues due to the number of interaction terms in the models, all continuous
variables were mean-centered by subtracting the corresponding variable mean from
each value [29]. The VIF of any individual variable in any of the interaction effect
models was less than 7. Furthermore, mean VIFs in all the models were less than 5.
Thus, we find that multicollinearity is not a serious concern in the estimation.

6 Discussion

The first thing we can draw from our findings is that adding more effective function-
alities to health apps help increase the average rating. Secondly, adding advanced
functionalities in the health app may sacrifice some of its simplicity an appeal that will
negatively impact the overall rating of the app. A third finding is that the appeal of the
health app will positively impact its average rating.

We draw some managerial implications from this study. First, the apps function-
ality plays a valuable role in user’s evaluation. Hence, developers should pay attention
toward what type of functionalities they provide in their applications. This study
contributes to the literature of mobile health applications, by identifying how techno-
logical and functional factors are associated with digital application success. Finally,
tracking evaluation regularly is critical for a health application’s success.

Regarding our research contributions, to our knowledge, this study will be the first
one to explore the effects of factors like functionality, appeal, and effectiveness on how
users rate health apps in the digital marketplace. These contributions will enrich the
existing information systems literature and research associated with mobile health apps.
Future studies can look if health apps were recommended or prescribed by providers
and how that will impact consumer’s evaluation. In our study, we only collected data
for apps that came from the Android store; future studies may include apps from other
markets as well.

In conclusion, as mobile health apps become ubiquitous, Health apps functionali-
ties and appeal will have a stronger relationship with users’ initial and long-term
decision to use the app. Our study shows that developers should pay attention not only
to health app’s functionalities but also how appealing the app is. Developers tend to
add more functionalities to their apps to keep up with competition sometimes at the
expense of simplicity and appeal. Developers that contradict what users find appealing
may trigger a bad first impression and damage user’s expectations. As functionality is
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important to establish a long-term relationship between the user and the health app, the
appeal is significant in leaving a good impression to start using the app and engage
users more.
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Abstract. Online customer reviews have been found to vary in their level of
influence on customers’ purchase decisions depending on both review and
reviewer characteristics. It is logical to expect reviews written by popular
reviewers to wield more influence over customers, and therefore an investigation
into factors which can help explain and predict reviewer popularity should have
high academic and practical implications. We made a novel attempt at using
machine learning techniques to classify reviewers into high/low popularity
based on their profile characteristics. We compared five different models, and
found the neural network model to be the best in terms of overall accuracy
(84.2%). Total helpfulness votes received by a reviewer was the top determinant
of popularity. Based on this work, businesses can identify potentially influential
reviewers to request them for reviews. This research-in-progress can be exten-
ded using more factors and models to further enhance the accuracy rate.

Keywords: Online reviews � Reviewer popularity � Machine learning
techniques � Predictive analytics

1 Introduction

Widespread access to the internet is changing the way modern consumers make their
purchase decisions. This change is facilitated by e-commerce platforms like Amazon
and other online review websites like Yelp which host customer reviews of various
products and services. Online customer reviews, also known as electronic
word-of-mouth (eWOM) can be defined as “any positive or negative statement made by
potential, actual, or former customers about a product or company, which is made
available to a multitude of people and institutions via the Internet” [1]. According to a
survey1, for 90% of customers, their buying decisions were influenced by online
reviews. Academic studies too have confirmed the importance of online reviews on
customers’ purchase decisions [2]. However, consumers find some reviews more

1 http://marketingland.com/survey-customers-more-frustrated-by-how-long-it-takes-to-resolve-a-
customer-service-issue-than-the-resolution-38756
.
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helpful than the others. This could be either because of the characteristics of the review
content (review length, review polarity, content and style) [3, 4] and/or the charac-
teristics of the reviewer.

It has been found that apart from information quality, source credibility is an
important aspect for information seeking and adoption [5, 6]. In the context of online
reviews, ‘source’ would imply the reviewer, hence reviewer credibility should impact
review adoption. An accumulation of reviewer credibility over time should lead to
more customers following a reviewer, leading to more reviewer popularity. Thus,
popularity of reviewers should be associated with the impact of their reviews on the
customers. The importance of word-of-mouth of influential reviewers on consumers’
purchase decision is well established in previous research [7, 8]. However, little
attention has been given to study factors which make reviewers popular, and hence
more influential. These factors could be used to predict reviewer popularity, which
could be useful for businesses. Hence, in this research-in-progress, we attempt to
identify popular reviewers based on their online profile characteristics. We use data
from Yelp website which has an extensive reviewer community and detailed reviewer
attributes. One of such attributes is the number of followers of a reviewer, which we use
as a proxy for popularity. Other information regarding the reviewer include the number
of reviews written, the number of friends a reviewer has, average rating the reviewer
provides, years of experience in writing reviews for the website, etc.

We used five different machine learning techniques to classify reviewers as high or
low on popularity based on their profile characteristics provided, and compared their
performances. Also, we identified the factors which were most impactful in predicting
reviewer popularity.

Insights shared in this study might help businesses in targeting popular reviewers
for writing reviews about their offerings. Again, by predicting popularity of a reviewer,
review websites might prioritize the display of a new review which is yet to get a
helpfulness vote. The study also contributes to the growing research on online customer
reviews and to the best of our knowledge, this is a novel attempt of using predictive
analytics in the context of reviewer popularity.

2 Literature Review

Past literature one-WoM has primarily focused on identifying the factors related to
helpfulness of reviews [9, 10]. A study by [11] found that perceived value of review is
influenced by reviewer’s expertise and reputation. [10] used average helpfulness votes
received per review and personal information disclosure for finding impact on review
helpfulness. Another research has found that reviewer characteristics like the number of
reviews posted by a reviewer and the number of helpful votes received by the reviewer
on the whole, impacts the helpfulness vote of a review [12]. Study also found that
reviews written by a self-described expert are more helpful than those that are not [13].
Some reviewer characteristics such as reviewer quality and reviewer exposure are
found to impact sales by reducing perceived uncertainty of buyers [14]. However, to
the best of our knowledge there has been no research to identify the dominant factors
responsible for making a reviewer popular.
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In our study we attempt to differentiate relatively more popular and less popular
reviewers using a predictive analytics approach. The determining factors are selected
based on support from extant literature and availability of data. Since we did not find
much literature directly examining the factors related to reviewer popularity, so we had
to use nearest available proxy which is review popularity to justify our variables.
Review popularity is based on the perceived helpfulness of the reviews. Review
helpfulness has been found to be influenced by reviewer characteristics [13, 15, 16],
and thus justifies its use as the proxy. Hence, for predicting reviewer popularity, we
identify factors from literature which influence helpfulness of the reviews.

[17] using TripAdvisor data studied the effect of review polarity on helpfulness of
the review. They found that reviewers who posted more positive reviews are more
likely to receive helpful votes than those who stressed on the negative aspects. Star
rating is an indicator of reviewer’s polarity. Hence, we include average review rating as
a factor of reviewer popularity.

Another important factor found to be influential in deciding review helpfulness is
review length [4, 18, 19]. Studies have found that review length provides important
cues regarding reviewer characteristics [20]. Prior literature has already established that
number of reviews are associated with review helpfulness [11, 12]. Drawing on these
we can say that more the number of reviews a user writes on a forum, more popularity
she gains.

Also, it could be said that with increased experience, a reviewer writes more useful
reviews and hence become more popular. Similarly, the helpfulness votes a reviewer
receives should be associated with her popularity, since it validates her credibility. The
research by [10] also confirms that average helpfulness votes received by reviewer as
one of the possible reviewer characteristics that might affect review helpfulness.

Being a well-reputed reviewer with certification from the website (‘Elite’ in case if
Yelp website) also establishes the reviewer credibility and in turn should influence
popularity. Finally, more the number of friends a reviewer has, more popular she is
expected to be [11] used number of friends as a measuring variables for reviewers’
reputation, hence we use number of friends as a factor of reviewer popularity.

3 Data and Methodology

A large dataset with 552,339 records was collected from Yelp.com which was made
public as a part of the Yelp Dataset Challenge 2016. After processing data and
removing outliers we had 69,612 records which we used for analysis. Yelp hosts
customer reviews on local businesses. The reason behind selecting the website is that it
provides information regarding the reviewers and their followers. User attributes such
as number of followers, number of friends, average review rating, number of reviews
written, total helpfulness votes, years of experience, years of reputation, and aver-
age review length for each reviewer were provided in the data. Number of followers
was used as a proxy for reviewer popularity. Description on the data is shown in
Table 1.
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We used clustering technique (2-stage clustering) to decide on the number of
segments appropriate for classification. The results showed two distinguished clusters.
On observation of the clustered data we found mean value of number of followers of a
reviewer to be the demarcation value. The reviewers having followers more than mean
value are said to be high on popularity and vice-versa. The outcome variable is binary
with 1 representing high and 0 representing low.

Data was partitioned in 70:30 ratio for training and testing. Five different models
were used for classification: C5, Neural network, Bayesian network, CHAID, and
Logistic Regression. We used IBM SPSS modeler as the analytical tool. The models
were compared based on overall accuracy, lift, and costs. The agreement of all the
models were checked to ensure their comparability.

4 Results and Analysis

Different models had different values of accuracy, however, they didn’t differ much.
The overall accuracy was around 83%–84%. There was 83.8% agreement among the
classification techniques. Table 2 summarizes the results.

All the models show nearly same level of accuracy with neural network giving the
best value. We found that number of reviews and average helpfulness votes received by
a reviewer were the two most important predictors among all followed by number of
friends and average review rating. The least important factors turned out to be average

Table 1. Data descriptive

Variable Range Mean SD

Number of followers 1–23 2.042 1.934
Average review rating per user 1–5 3.816 0.587
Number of reviews written 3–284 45.026 46.541
Years of experience 1–12 5.214 2.084
Years of reputation 0–3 0.133 0.435
Average review votes per user 0–8.5 2.085 1.414
Number of friends 1–49 7.186 9.361
Average review length 1–58 23.114 13.130

Table 2. Summary of results for various predictive models

Models Overall accuracy Lift Factors used AUC

Neural network 84.2% 2.43 7 0.863
Logistic regression 83.82% 2.39 7 0.856
C5 1 83.62% 2.33 7 0.810
Bayesian network 83.52% 2.33 7 0.822
CHAID 1 83.38% 2.39 5 0.856
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review length and years of experience. Figure 1 depicts the predictor importance.
Table 3 shows the confusion matrix for neural network. 85.9% of reviewers who are
low on popularity are predicted correctly, whereas 70.1% of reviewers high on pop-
ularity were correctly predicted. Prediction accuracy is higher for less popular class.
Businesses would try to minimize the number of less popular reviewers being predicted
as more popular ones, since that would incur costs in investing their time and resources
on uninfluential reviewers. In our model, this case was found to be just 14.1%, which is
on the lower side of error.

All other models except CHAID used all of the inputs to predict the output variable.
CHAID model discarded years of ‘Elite’ and average review length as predictors.

5 Conclusion

In this research-in-progress paper, we attempted to use predictive analytics to classify
online reviewers into two distinct classes based on their popularity. We compared five
different machine learning techniques - C5, Neural network, Bayesian network,
CHAID, and Logistic Regression. Among all, the neural network model turned out to
be the best with 84.2% accuracy. Number of reviews written was found to be the most
important factor.

In future we plan to incorporate few more factors such as review content charac-
teristics, and try to improve the accuracy of prediction. For example, review

Fig. 1. Predictor importance graph

Table 3. Confusion matrix for neural network

Observed Predicted
0 1

0 85.9% 14.1%
1 29.9% 70.1%
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subjectivity, polarity, topic relevance, spelling & grammar, etc. could be some more
variables to consider. Additionally, we also want to create ensemble models using more
than one predictive models (like using a neural network for accuracy and a decision tree
for rules), and analyze the results.

Owing to the significant impact of online reviews on customers’ purchase deci-
sions, it is important for the businesses to manage the reviews received for their
products and services. In order to get more impactful reviews, it is important for
businesses to identify influential and popular reviewers. Based on some characteristics
or cues about the reviewer, if it is possible to predict reviewer popularity, businesses
could leverage the information to target those reviewers and encourage them to write
reviews about their products or services. If necessary, they might also incentivize the
most popular reviewers. Also, it is advisable for the businesses to keep a track of the
issues raised by popular reviewers to proactively address those. Businesses could use
extract ideas from their reviews to enhance the offerings if needed.

For e-commerce and online review sites, the insights from this study could be
helpful in many ways. They can develop recommender systems based on different
characteristics of a reviewer, predict their popularity, and display their reviews as top
reviews on their sites. This would be particularly useful for those websites where social
interaction (like following) among reviewers and other consumers is not possible.
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Abstract. This paper investigates the dynamic nature of the e-commerce
industry and the competitive relationships based on the market commonality and
resource similarity of a focal firm. This theoretical investigation is prefaced by a
critical analysis of the factors that contributed to the birth of the digital revo-
lution and its subsequent effect on commerce. The methodological process used
is called competitor mapping, which is an extension of the awareness-
motivation-capability framework. This study discovered that companies that are
characterized by having low market commonality and low resource similarity
tend to engage in competition at a moderate level. Strategic decisions or actions
taken are typically in the form of attempts to enter new markets or increase
current market shares. In this study, each firm’s respective counterpart domi-
nates a valued market, which elicits an opportunity for simultaneous cooperation
and competition.

Keywords: Competitive dynamics � Cwareness-motivation-capability �
Competitor mapping � Coopetition � Competition

1 Introduction

There has been an unprecedented shift in the way people use the Internet in the last two
decades. Globalization has accelerated due to the growing ubiquity of the Internet. As a
result, society has developed a progressive way of thinking about how people and
businesses interact with one another along the supply chain. Hunter (2013) states that
many inventions, their ensuing commercialization, and their acceptance by society
have dramatically changed our way of life. Society owes the progression of our social
existence to the invention of new technologies. In the initial stages of this technological
development, computers were once the size of entire rooms; now pieces of technology
of exponentially greater computing power fit inside one’s pants pocket (Alba 2015).
Moore’s law states that the growth and evolutionary possibilities of technological
computing power have the potential to be exponential. The vastness of e-commerce in
the modern era is a direct result of these revolutionary ideas of the past.

The impact that the Internet and e-commerce have on our lives will only continue to
grow. The e-commerce phenomenon is an organic ecosystem consisting of enterprises
and organizations with close relations that use the Internet as a platform to engage in
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competition and communication through virtual alliance, thereby sharing resources and
making full use of their advantages beyond geographical limits (Huang et al. 2009).
The key here is to identify the competitive nature of businesses in the e-commerce
space. Companies such as eBay, Amazon, Alibaba Group, JD.com, and Rakuten have
emerged as dominant players in this space, solidifying their hold in their respective
markets around the globe. The online retail space is dynamic and constantly in flux,
which makes strategic decision-making and inter-firm rivalry a complicated issue.
When the majority of methods of traditional differentiation become homogenous across
all firms, the only method of differentiation is the price point. While deploying the
Internet can expand the market, doing so often comes at the expense of average
profitability.

By virtue of providing products and services online, e-commerce companies are not
restricted to single locations, unlike traditional businesses. From the perspective of the
consumer, this reduces the cost of participating in a market as well as the physical and
mental effort it requires (Laudon 2014). When given a choice, people will always
choose the path that requires the least amount of effort: the most convenient path
(Shapiro and Varian 1999). In an attempt to understand these competitive relationships
between major players in e-commerce better, this study examines the unique features of
the e-commerce industry, and some behavioral aspects of these companies during
competition and the strategic and operational decisions made by them.

E-commerce is commonly associated with high levels of growth and expansion into
new markets. Each player within the industry is able to remain relevant and exploit its
competitive advantage. It is difficult to gain competitive advantage in such a dynamic
space. One way to attain this advantage is for companies to grow as quickly as possible
and establish a presence, which leads to user loyalty. This presence is critical to limit
the ability of competitors to enter the market and to exploit existing ideas in better ways
(Hunter 2013). The trend has continued to be true for the modern e-commerce business
strategy.

The industry leaders set the standard for all others who operate in their market. Best
practice competition eventually leads to competitive convergence, with many compa-
nies doing the same things in the same way (Porter 2001). Presently, the society is not
adequately informed about the aforementioned phenomena of e-commerce. The flow of
information is quite one sided, and an in-depth analysis will be conducted in this study
in an attempt to understand this industry better. This paper explores how two funda-
mental factors of competition affect the strategy of firms in online marketplaces and
their implications in the context of the two most important firms in the e-commerce
space: Amazon.com, Inc. (hereafter Amazon), and Alibaba Group Holdings Limited
(hereafter Alibaba). This study explores three distinct research questions:

RQ1: In what way has the development of technology influenced the nature of
business?
RQ2: How do the strategic positions of firms shape the competitive relationships?
RQ3: In what way(s) do a firm’s competitive relationships affect other firms?

These broad questions investigate a spectrum of information that provides a better
understanding of the impact of information technology on the business environment,
the characteristics of this newly formulated business environment, and the way in
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which major players interact with one another within this unique business environment.
This paper investigates the nature of the industry by focusing on dominant firms. The
selection of these dominant firms is directly related to their influence and power within
the industry. Technology has fundamentally changed the way society interacts and this
is highlighted perfectly by the creation of an entire business world online. With that in
mind, this paper describes and characterizes the online industry through the application
of relevant theoretical frameworks.

The theory of competitive dynamics has been used in existing research, mainly in
the airline industry, to study the establishment of alliances among competitors. This
theory examines how different organizations vie for dominance in a certain space. To
be more specific, Chen and Miller (2012) define competitive dynamics as the study of
inter-firm rivalry based on specific competitive actions and reactions, strategic and
organizational contexts, and drivers and consequences. The theory serves as a syn-
thesizing framework for linking strategic content and process, resource-based and
market perspectives, and strategy development and implementation.

An integral aspect of this competitive theory is the Awareness-Motivation-
Capability (AMC) model. This model allows us to conduct a critical analysis of both
macro-competitive and micro-actor viewpoints. At its fundamental core, the AMC
model characterizes three main aspects of a firm’s competitive activity: first, its
awareness of other firms’ moves within a shared space; second, its motivation to
respond to a given action; and third, its capability to respond. In addition to the
theoretical application of the competitive dynamics theory, this paper also provides a
preliminary characterization of the modern e-commerce industry in the United States
and the Asia-Pacific region through the lens of Michael E. Porter’s Five Forces model
of competition.

Furthermore, this paper presents the competitor mapping of Amazon and Alibaba.
Competitor mapping is a methodological process that creates a visualization of the
competitive tensions associated with rival firms in a shared industry. Competitive
tension may be a strategic approach characterized by its asymmetrical nature. This
competitive asymmetry phenomenon often appears across various industries (DeSarbo
et al. 2006). Despite this asymmetry, a dyadic relationship is revealed through the
collection of specific financial and operational datasets and the use of formulas for each
company. This relationship clarifies the affiliation and level of competition between
these two firms in the global market place.

2 Literature Review

Competitive analyses related to the AMC model have been employed to gain insight
into the intricacies of various industries. Peng et al. (2012) used this theory to inves-
tigate the effects of competition and coopetition in the Taiwanese supermarket industry.
Owing to the complex nature of coopetition, the study was conducted over a
fifteen-year period. The study analyzed the performance of a firm before and after
coopetition became the norm in the industry. The findings revealed that this kind of
coopetition leads to better performance over time in two ways. First, the adaptation of
coopetition allows companies to reach a level of performance that would otherwise be
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unreachable. Second, the implementation of these cooperative principles allows this
performance level to be attained at an earlier point in time; therefore, we conclude that,
albeit temporarily, coopetition within a competitive environment yields advantageous
results.

Chen et al. (2007) use the AMC model to investigate the competitive tension
between rival firms in the airline industry. The application of AMC theory to the airline
industry is common. The highly competitive nature of the industry and the establish-
ment of alliances make it an ideal environment for research. By developing a statistical
approach, they draw several conclusions based on the AMC model and other theories
of competition. They find that each firm’s perceived tensions vary from one competitor
to another. A competitor’s degree of rivalry is not equal and in fact changes from firm
to firm. This variability in perceived tension could act as a catalyst for action and
response or encroachment on a rival’s market share. Although perceived tension can be
characterized as asymmetrical across the participating firms, the perception of these
tensions is not comprehensive. Managers control the aspirations of a firm, but stake-
holders may have a greater influence on the industry as a whole.

Gnyawali et al. (2006) argue that a firm’s structural position within an industry
affects its degree of strategic coopetition and competitive resource allocation. Resource
allocation depends on the degree to which resource bundles held within a firm are alike
or asymmetrical. The classification of a firm’s resource bundles has a direct impact on
its outward competitive strategy. Resource bundles can be characterized as human,
financial, or knowledge capital. Gnyawali et al. (2006) focus on the global steel
industry because of the diversity and structural variance across the firms in this
industry. They deduce that the less firms have in common in term of resources, the
higher is the frequency of action. Moreover, highly centralized firms are involved in a
greater number of competitive actions with other rivals in the industry.

Haleblian et al. (2012) investigate how the awareness, motivations, and capabilities
of firms affect their success during merger activity. In addition, their paper also takes
into account the sequence of actions taken by these firms while relating it to game
theory and the first mover advantage. They characterize a firm’s strategic emphasis,
structure, and resource allocation along with its effect on participation and success in
periods of high merger activity. They conclude that firms that experience high levels of
growth, lower debt/equity ratios, and higher levels of efficiency tend to participate more
frequently in acquisition activities. The early movers are more aware, have greater
motivation to act, and have superior capabilities. This paper therefore suggests that
firms should improve their detailed knowledge of other firms, the industry itself, and
the environment in which they operate. Firms should also stringently assess perceived
gains and losses from possible actions and focus on the thoughtful deployment of
resources to become an early mover in periods of high merger activity and increase
their overall success rate.

Tsai (2002) discusses the competitive environment within organizations. This study
discusses the same competitive environment within a single organization. The
propensity of employees of the same company to engage in fierce competition is not
well-known. The study also identifies different organizational structures and their
propensity to elicit competitive or cooperative tendencies in terms of knowledge
sharing and mutually beneficial relationships. Highly centralized firms structured as
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formal hierarchies typically promote a more competitive environment among these
intra-organizational units. This typically has a negative effect on lateral relations.
Informal or decentralized organizations typically promote cooperation, which in turn,
can elicit coopetition, which Peng et al. (2012) conclude is a positive outcome for
business. The actions of these internal stakeholders (managers) provoke positive
responses from the employees of the firm.

Baum and Korn (1999) examine the relationships involved in the entries and exits of
firms into each other’s markets. The study uses a dyadic approach to investigate the
actions and responses for the companies making decisions to enter these new markets. It
links the concepts of multimarket competition and cooperation with inter-firm rivalry and
the asymmetrical perceptions each firm has with one another. This study also analyzes the
airline industry due to the fiercely competitive attitudes of airline companies and the
tendencies offirms within that industry tomove in and out of different markets frequently.
They conclude that a firm’s overall performance varies greatly depending on the con-
tinued interaction of a firm and its direct rivals. This interaction is evident in the actions
and responses of each firm and how these actions or responses are directed at competitors.

Chen (2008) considered the paradoxical relationship between competition and
cooperation typically understood in the field of strategy and business. There is a
significant amount of research linked with the idea that these two ideas are systemat-
ically contradictory and therefore involve little to no interplay. Chen (2008) uses the
opposing ideological norms of western and eastern culture to highlight that not only do
these concepts have interrelated aspects, but the paradoxical nature of these two themes
in fact facilitate further investigation and exploration. Chen (2008) notes that, while on
the surface, cooperation and competition may seem to represent two contradictory
ideas, when blended together, they create the idea of coopetition, which is an
increasingly popular notion in business strategy. Therefore, the continued research of
this correlation is imperative.

Some concepts in the literature are the fundamental foundations of competitive
theory. These concepts have been employed by a variety of scholars, all of whom
explore the details of strategic interaction among firms in a shared industry. While not
all concepts are used in every study, most studies apply some combination of concepts
best suited to the study itself. To understand the concepts in the existing literature
better, Table 1 illustrates the theoretical focus of each paper (Table 1).

Table 1. Common concepts in the literature

Concepts
Coopetition Resource

similarity
Market
commonality

Action/response
dyad

(Peng et al. 2012) V V V
(Chen et al. 2007) V
(Gnyawali et al. 2006) V V V
(Haleblian et al. 2012) V V
(Tsai 2002) V V
(Baum and Korn 1999) V V V
(Chen 2008) V
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These four concepts have been highlighted because of their immediate relevance to
this specific study. Within the e-commerce space, this paper investigates the impact of
the two fundamental concepts of AMC competitive theory—resource similarity and
market commonality. The AMC model allows us to incorporate all these concepts to
study the competitive nature of the industry. Chen (1996) and Chen and Miller (2012)
state that awareness is considered a prerequisite for any move that would include the
decision to cooperate with a competitor. The likelihood of cooperation will increase
with a firm’s market commonality and resource similarity with its competitors. The
motivation of a firm to attack or respond to an attack is affected by the degree of its
market commonality with that of its competitor, and resource similarity is important for
determining the capability of a firm to attack or respond. Evidently, these fundamental
concepts are interrelated and provide insight into the nature of competition. Coopetition
is alluded to as well because its feasibility depends on how two firms perceive one
another based on the market and resource constructs.

3 Methodology

3.1 Content Analysis

This paper analyzes the effect of the degree of shared market segments and financial
resource allocation on the competitive relationship of two major e-commerce firms:
Amazon and Alibaba. Preliminary analysis of financial data and data published by news
outlets provide only an incomplete understanding of this competitive relationship. This
basic understanding is not enough to critically analyze this associative duality to the
satisfaction of academic researchers. Greater insight into this relationship can be pro-
vided by processing preliminary data using competitor mapping, an applied statistical
theory. Competitor mapping uses the degree of shared market segments and the
measurement of certain methods of resource allocation to generate a visual represen-
tation of competition.

In order to understand the degree of shared market segments, this study obtains
information regarding the size of each firm’s worldwide customer base. This is done by
scouring large amounts of data to determine the total number of customers served by
each firm. From this global number, the number of customers of each firm in a given
valued market is determined. In this case, these markets are China and the United
States. To guarantee a successful analysis, this derivation process was replicated for
each individual firm in each market segment. Essentially, six different sets of data are
needed: Alibaba’s total number of customers in China, Amazon’s total number of
customers in China, Alibaba’s total number of customers in America, Amazon’s total
number of customers in America, Alibaba’s total number of customers worldwide, and
Amazon’s total number of customers worldwide. This proved to be a difficult task as
this information is not readily available to the public. These numbers provide infor-
mation about the degree of overlap between the given markets shared by the two firms.

The second part essential for the completion of this statistical study is the mea-
surement of resource allocation that has not previously been defined for the scope of
this study. This proved to be another difficult task. The inclusion of a poorly defined
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resource allocation measure would undermine the validity of the study. Existing
research on the airline industry uses similar competitor mapping methods to measure
resource allocation by analyzing the type of aircraft in a fleet. In this study, the amount
of money spent on essential shipping operations is considered a good indicator.
Shipping and logistics are fundamental to any e-commerce business, and therefore,
their inclusion in this analysis is appropriate. The acquisition of this dataset was a
simpler process, as both firms are publicly traded companies and must therefore
divulge all pertinent financial information.

3.2 Theoretical Foundation

Awareness-Motivation-Capability Framework
Figure 1 provides a visualization of the AMC framework for a better interpretation of
its elements and the process. The framework incorporates four levels of analysis: (a) the
foundations of a competitor, (b) the driving forces of competitive behavior, (c) the
implications of behavior on competitive rivalry, and (d) the outcome. Apart from the
previously mentioned foundations of competitive interaction in market commonality
and resource similarity, the three main drivers of competitive behavior are awareness,
motivation, and capability. These drivers affect the likelihood of response and/or attack
from competing firms. The increase in the likelihood of a response has implications for
a firm’s performance and perception of competitors. The feedback loop ensures that
there is a repetitive aspect in the framework. This loop is consistent with the perennial
nature of competition in business. The loop is present because the resulting impacts on
performance and rivalry continually influence a firm’s perspective on future competi-
tion. For example, action A could decrease a competitor’s presence or popularity in a
market; this would affect its commonality, and consequently, its motivation to compete,
which may alter subsequent strategic perceptions. Thus, the cyclical nature of com-
petition prevails. This framework examines the interactions among competitors and
focuses not only on the actions but also on the responses elicited, making it one of the
few areas of strategic study that is quintessentially longitudinal (Chen and Miller 2012).
Competitive behavior and the resulting reactions are the basis for the creation of
competitive advantage and a niche in the market. In the AMC framework, three factors
determine the decision-making behavior of a firm: awareness, motivation, and capa-
bility. In this paper, it is argued that each aspect of this framework influences not only

Fig. 1. Competitive dynamic framework

Amazon and Alibaba: Competition in a Dynamic Environment 35



the managers of the firms but also outside stakeholders. We are aware that in addition
to the managers of each firm, the stakeholders also exert some influence on organi-
zational direction. The inclusion of stakeholders and their influence on the strategic
perceptions of competitive tension is considered here when discussing the macro
tensions and perceptions of a company as a whole.

The AMC model has an important perceptual component that acts as the catalyst
for the rest of the framework. Perception is the precondition for the rest of the theo-
retical framework. Logically, it is easy to see how perceptions are incorporated into
every level of the framework. First, awareness is synonymous with perception. Second,
the motivations of people are formed by their individual perceptions of the world
around them. Finally, capability cannot lead to an action unless it is perceived to be
adequate, that is, unless a rival, threat, or advantage is perceived by managers or
stakeholders as being important enough to warrant the commitment of capability-
building resources (Chen and Miller 2012). With this in mind, the entire framework can
only imply action by way of these managerial and stakeholder perceptions. Moreover,
perceptions and the subsequent motivations and capabilities are variable among each
firm.

According to Chen et al. (2007), the first factor that should be considered in this
framework is awareness. Awareness is defined as the general cognizance involved in
the relationship between a firm and its rival. Generally, in business, there are quite a
few factors to be careful about when responding to competition. Many factors and
determinants must be collectively considered when making a decision that could
directly have dire repercussions in the future, along with financial implications. In the
unique industry of e-commerce, this fact is even more pronounced. As mentioned
earlier, the e-commerce industry is very dynamic, characterized by rapid development
and continual evolution. These characteristics make awareness an important factor for
strategy in a robust, yet immature industry. Awareness is also important in relation to
the scale of a business’s operations. Typically, firms that are well established and easily
recognizable in an industry are more likely to initiate substantial strategic attacks on
their rivals. They also have a tendency to respond more fiercely and take action to
protect their respective market shares (Chen et al. 2007). Smaller players or
up-and-coming firms are always aware of industry leaders by virtue of their success and
influence on the industry as a whole. Obvious actions taken by a large-scale firm
automatically garners the attention of and response by smaller firms because they have
significant traction and a reasonable amount of weight. Therefore, the size or scale of a
firm is positively correlated with perceived competitive tensions. For example, Ama-
zon, the largest e-commerce player in the North American online retail industry, has the
potential to influence the North American market significantly. Its decisions, such as
the introduction of a new product or service, or a multi-million dollar acquisition of a
rival firm, will affect the nature of the industry and other players in that industry will
undeniably be aware of such an action.

The second factor of this framework is the motivation aspect. Motivation is
reflected in the volume or frequency of strategic attacks. Chen et al. (2007) define
motivation as the extent to which a firm’s markets are under attack by a given rival’s
actions. These attacks can also be defined by duration, but this study considers volume
to be a more appropriate indicator. Volume is measured by the total number of strategic
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attacks highlighted by past instances of competitive action. This historical referencing
allows for the measurement of cumulative attack volume. An action, such as entry into
new markets or expansion into existing ones, that directly challenges a rival is con-
sidered an attack. These initial moves or ensuing counter moves that have immediate
implications on current market shares are the most significant types of these attacks.
This is especially true when attacks occur in markets that may be of higher value to a
firm. For instance, for a firm like Alibaba, the Chinese market is of great importance,
whereas a market like Slovakia may not be as important. This is highlighted by the fact
that 84% of Alibaba’s total revenue comes from within China, while a mere 16%
comes from international markets (eCommerceFuel 2014). If an attack is initiated by a
competitor to enter the Chinese market and consequently diminish Alibaba’s total
market share, then an aggressive response is likely to follow. Such actions incentivize
internal and external stakeholders to label a firm as a direct competitor based on such
attacks and the number of times they occur.

The third contributing factor to the AMC theory is capability, which is the ability of
a firm to react to an action taken against it by a competitor. With respect to initial
actions taken against a firm’s market share, capability is defined by Chen et al. (2007)
as a firm’s relative resource deployment ability or operational ability to challenge its
rival’s moves in the marketplace. This operational ability to respond depends on the
unique mix of resources a firm has at its disposal. When introducing the idea of
resource similarity, each firm, through its development and growth, has a distinct
collection of intangible and tangible resources. These resource bundles affect a firm’s
capabilities and are essential to its operational efficiency. In the event of an attack, these
capabilities or resources are deployed by a firm in response to a rival’s actions on its
market share, with the intention of minimizing it. The firms that have similar or
comparable bundles of resources can expect to have similar capabilities. For instance, if
two firms have a similar mix of operational resources at their disposal, then an attack by
one on another firm with those similar resources is met with a response of similar or
equal measure. Firms that have dissimilar or incomparable bundles of resources have
divergent strategic capabilities, and therefore, an action by one firm can expect a
response that may be unlike the initial action. This paper’s idea is consistent with that
of previous studies such as Gimeno and Woo (1996) and Chen (1996). Gimeno and
Woo (1996) argue that there is a positive correlation between a firm’s strategic simi-
larity and its degree of rivalry with competing firms. Chen (1996) showed that the
greater the degree of resource similarity between two firms, the greater is the proba-
bility that the firms will be involved in competition. Therefore, we can infer that firms
with similar capabilities operating in similar markets, assuming that they are cognizant
of one another, will experience contentious actions and responses through the per-
ceptions of both internal and external stakeholders.

Figure 2 is a visualization of this AMC framework of competitive tensions
described in the prior paragraphs. The awareness, motivation, and capability of firms
act as drivers of competitive tension, and their influence on perceptions in turn moti-
vates the frequency of attacks. The focus here is on the AMC framework and its direct
impact on the perceptions of firms. Figure 2 is an in-depth and concentrated extension,
which outlines a broader understanding of the nature of competition. Each of the main
drivers of the AMC framework is defined in terms of their association with real
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organizational decisions that can be measured by historical events. In this study, the
determination of market commonality and resource similarity provides insight into the
competitive nature of firms in the e-commerce industry. However, this framework
presents an opportunity for a detailed account of AMC.

The concepts of market commonality and resource similarity used in the AMC
framework provide a basis for measuring the competitive nature of firms in the
e-commerce industry. These two constructs reflect rivalry in firms’ ability to predict
attacks and formulate responses. The comparative and contrasting balance between the
two elements highlights the duality of rivalry in the market(s) and the customers served
in the market from the perspective of the firm(s).

Competitor Mapping
Competitor mapping is a useful method to define a company’s position within a market
and in relation to its competitors based on the two previously defined concepts.
Researchers have used competitor mapping to investigate the strategic competition of
competitor dyads, evaluate actions, and predict reactions (Chen 1996). This method is
the focal point of this paper’s analysis of competition in the e-commerce industry.
Using these data, an illustration of these two firms is constructed in the form of a graph.
The concepts of market commonality and resource similarity are used to define the
competitive relationship of Alibaba and Amazon.

In existing research, a mathematical formula is used to define commonality in a
market based on the number of customers served by competitive firms in a shared market.
The formula has been altered for this study to accurately represent the regional markets
most important in the e-commerce industry of the United States of America and the
People’s Republic of China. The study expands this comparison to include more diverse
regional markets, such as that of the Asia-Pacific region, North America, and Europe.
However, obtaining the data necessary to perform this task proved to be beyond the
capacity of this study. Access to data is restricted and requires extensive financial
resources. Moreover, the use of greater financial resources does not guarantee the
availability of the data required for the study. That said, the United States and the
Republic of China are themselves benchmark markets that are satisfactory in this anal-
ysis. The development of this formula for market commonality is determined by two
factors (Chen 1996): (1) the strategic importance of each of the markets a firm shares with

Fig. 2. Competitive tensions
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its competitors, and (2) the market share that a competitor manifests with the market. The
parameters of the market are defined within each country by the number of people who
buy goods online through one of the two retail outlets. The formula is as follows:

Mab ¼ i¼1 ðPai=PaÞðPbi=PiÞ½ � ð1Þ

Mab represents the market commonality between firm A and firm B
Pai represents the total number of customers served by firm A in market i
Pa represents the total number of customers served by firm A in the global market
Pbi represents the total number of customers served by firm B in market i
Pi represents the total number of customers served by all firms in market i

Through this formula, this paper compares Alibaba and Amazon in both the Chinese
and American markets using data retrieved through various resource portals. For this
study, Amazon is the focal firm represented as firm A, and Alibaba is its competitor
represented as firm B.Market i will alternate based on the specific calculation and will be
represented by the American market population and the Chinese market population for
each firm to formulate a comparative dataset of the twomost valued e-commercemarkets.
It is important to compare the regional markets themselves to paint a clear picture of each
company’s presence and the establishment of a given rival. In order to maintain conti-
nuity and facilitate further comparison, this study also calculates the market commonality
between these two firms. In the second half of the competitor mapping process, Alibaba
will be represented as firm A and Amazon will be represented as firm B.

The second essential part of competitor mapping is resource similarity between the
two competing firms. In this case, the resource allocation attributed to the capital
expenditure of each firm for shipping and logistical operations provides a reasonable
measure of similarity between the two firms. This is because the logistical and shipping
arm of a business is a crucial aspect, especially in the e-commerce industry. However,
as Sirmon et al. (2008) state, resource management is more important than just
resources when rivals’ stocks of resources are similar. Therefore, it is a question of not
only how much money each firm has, but also how those financial resources are used in
their operating strategy. The formula for examining each firm’s resource similarity is
expressed below:

Rab ¼ i¼1 ðPam=PaÞðPbm=PiÞ½ � ð2Þ

Rab represents the resource similarity between firm A and firm B
Pam represents the total amount spent on shipping by firm A for product delivery
Pa represents the total amount spent on operating expenses by firm A
Pbm represents the total amount spent on (or in Alibaba’s case, invested in) third

party logistics by firm B for product delivery
Pi represents the total combined amount spent on operating expenses by firms A

and firm B
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4 Data Analysis

4.1 Case Study Research

This study investigates the competitive tension between two of the most prominent
e-commerce global giants to determine its causes and the degree of intensity. The paper
uses case studies to analyze the dynamic nature of the e-commerce industry and
incorporate unique aspects of prominent members such as Amazon and Alibaba. In
order to do so, the two most influential players are pitted against one another to
determine their relationship in the industry. These two companies have regional
dominance within their respective countries of origin, despite the market being a global
one. Both Amazon and Alibaba want to establish themselves as worldwide frontrun-
ners. Alibaba makes no secret of its global aspirations; however outside of China they
face serious competitors, namely Amazon. The same can be said for Amazon in China,
which has spent considerable time, money, and effort on expanding its business in
China, with little progress to show for it. “Amazon has spent millions of dollars over
the last few years in China to build up a series of warehouses and set up other
infrastructure to tap the market…but despite that effort the company is still a relatively
small player with less than two percent of the market” (Young 2015). Several
well-established outlets continue to monitor the actions of both Amazon and Alibaba
owing to their importance in the industry. This paper has included the perspectives of
respected and reliable resource outlets such as Bloomberg Business, Forbes, The
Economist, Investopedia, and Time Magazine.

Within the scope of this competitive setting and the abovementioned theoretical
framework, it is essential to include the unbiased opinions of news, research portals,
and third-party resources. In addition to these materials, the statements released on
behalf of the companies themselves are also valuable. The numerical data provided by
the companies are widely considered trustworthy, even though there may be some bias
in the information retrieved from other sources. When companies provide statements of
purpose, goals, visions, missions, and other forms of rhetoric, there is a tendency to
inflate the prospects of the business for creating a positive outlook, even if some things
may not be completely truthful. This is why a case study analysis, in addition to an
applied frameworks and statistical analysis, is important for this study. As Weisberg
(2010) states, a conceptual framework for thinking (about case studies) that extends
classical statistical theory is necessary to obtain a deeper understanding. Other research
is necessary to critically analyze the data provided in an unbiased manner. Therefore,
academic journals and other relevant studies were also used extensively. The objective
of this strategy is the accumulation of multi-sourced literature and a rational evaluation
of this literature and its association with the e-commerce industry.

Prominent literature explains the importance of case study research. Markus and
Lee (1999) state that the goal of case study research is to promote intensive research
through empirical studies, which can serve as models of how to do intensive research
and will illustrate the criteria through which such research can be evaluated. There is
also a degree of diversity involved in the use of case study research that produces a
greater variety and range of learning. Unsurprisingly, case study analysis is used fre-
quently as a teaching method in business schools, as real life experiences are invaluable
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commodities. Practicality and pragmatism are two aspects of case study research that
make it valuable. Real life examples from businesses provide a different, if not more
supportive, way of understanding cause and effect. This paper uses case study analysis
for highlighting the differences or similarities between two major businesses within this
unique and dynamic industry. This study explores the varying degrees of duality in the
two fundamental aspects of competitive tension, and explains the way in which the
industry works.

Case study analysis has fewer limitations than other methods such as laboratory
testing or heavily concentrated statistical theory, as these methods use a plethora of
control, dependent, and independent variables to deduce conclusions. This can be
valuable in focused quantitative analysis, but in more qualitative research, these
methods are less effective. Through case study research, researchers find that natural
observations are more likely to produce a clearer understanding of the practical
occurrences; that is, a simple observation of the scenario without the application of
outside forces (controls) produces interesting results. Lee (1989) states that a case
researcher must actively apply his or her ingenuity in order to make predictions that
take advantage of natural controls and treatments that are either already in place or are
likely to occur. He argues that case studies can be conducted as a form of a natural
experiment, which in itself is already a conventional form of research (Lee 1989). Case
studies are widely used in academic research and teaching. Therefore, they are used in
this paper to investigate the competitive relationship between Alibaba and Amazon in
the e-commerce industry.

4.2 Analysis of Competitive Dynamics (Awareness-Motivation-
Capability)

The AMC framework, as it pertains to the perceived competitive tensions between the
two companies, is an important first step in understanding where these two companies
stand in relation to one another (not their physical location, but their relationship in the
realm of markets and resources). These data are simply an observation of reality based
on previously studied theory. This theory will paint a picture that allows readers to gain
insight into the relationship of Alibaba and Amazon in terms of their market com-
monality and resource similarity. This paper uses data regarding the numbers of cus-
tomers in valuable regional markets and the allocation of capital resources to shipping
and logistics. The relationship between market commonality and resource similarity is
not universal and can be expressed in many different ways. These two companies are
rich in strategy and diverse in nature, which provides many different avenues for critique
and comparison. Every single action and reaction can be scrutinized and discussed.
However, the tensions or relationship between these two firms is largely unknown. What
we perceive is superficial in that society can only really know what these powerful
companies choose to reveal. How one company feels about the other will never truly be
known. Therefore, in this paper, we speculate the nature of the relationship between the
two firms using competitive dynamics theory and the AMC framework.

This observational strategy also recognizes that despite the competitive nature of
these firms, there are several opportunities for a mutually beneficial relationship. This
will be analyzed later. In this context, coopetition is seen in Amazon’s decision to open
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up its own store on Alibaba’s Tmall website. This is because Amazon is continually
attempting to expand into the Chinese market of more than one billion people. In terms
of awareness, this paper recognizes that the pair of firms has an abundance of infor-
mation at their disposal. This position would not be possible if not for the intelligent
collection of people and other miscellaneous resources collected over the years, which
are now at their disposal. We assume that both Alibaba and Amazon are aware of what
the other firm is doing, in both their respective markets and those worldwide. This has
to do with the development of technology that has spurred a technological revolution,
the widespread use of the Internet that shows no signs of decline, and the seemingly
unquantifiable amount of information created by the combination of these two factors.
These businesses are equipped with capabilities to collect massive amounts of data on
individuals and other companies. Facebook collects data on things such as where you
are going, what you are doing, who your friends are, and what your friends are doing.
Google collects data on things such as your location, search history, email content, and
what you watch. The same can be said for data collection on competitors or rivals. The
fact that these companies collect unquantifiable amount of data suggests that what
people or civilian consumers are doing is as important to businesses as what their
competitors are doing.

In terms of motivation, we must assume that both companies are highly motivated
in their pursuit of continually expanding their market share in the global e-commerce
industry. Despite what the data say about their relationship and perceived tensions,
both Amazon and Alibaba are committed to expanding the scale of their respective
businesses. The continual growth for any business must incorporate the movement and
entry into new markets. Once limitations are encountered in a given region, a business
will move on to other markets to continue to expand and satisfy shareholder expec-
tations. This also reverts to the theme of the provision of Internet-enabled expansion
opportunities for businesses that are not limited by geography. Motivation, as defined
by this framework, can be measured by the number of attacks or instances of com-
petitors encroaching on shared markets. These data suggest that Alibaba’s presence in
the US market is small, and the same can be said for Amazon’s presence in China.
However, despite their current imposition, the effort to increase that imposition is
continual regardless of whether it yields positive outcomes.

Finally, the capability of a firm is a direct reflection of its ability to react to actions
taken by rivals that are directed against it. This can manifest itself in a number of
different ways. Most decision-making actions may not be a direct attack on a given
rival, but rather an indirect method of doing good business. Business, and more
specifically the battle for market share, is marred in attrition. Businesses are constantly
engaged in creating new ways to bring in as many people as they can to participate in
their business in comparison to other firms. In the case of Alibaba and Amazon, both
firms have sufficient capability to react to the strategic actions of the other. The reality
is that the majority of successful businesses have rigorous hierarchical structures,
whose strategic actions are subject to substantial critical analysis by decision-making
bodies before being implemented. Numerous people and departments must sign off on
any action to limit the number of ineffective decisions made. Firms that control as
much capital as Alibaba and Amazon do can physically perform several tasks, but their
business environment may not allow all of them to be performed, as some
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accountability needs to be enforced. Reputation is extremely important, and businesses
do everything they can to create a valuable one. The resource bundles of Amazon and
Alibaba are pretty similar in that they both have significant advertising services, are
involved in company-specific technology platforms, match buyers and sellers, have
individual online storefronts, and operate a membership-fee-structured revenue stream
(Zucchi 2015). Even though these firms differ in several respects, their general com-
position is similar enough for this paper to state confidently that their capabilities are
equally widespread.

4.3 Analysis of Competitor Mapping

Competitor mapping is the process of pitting two elemental concepts against one
another in order to analyze the competitive bond between two firms in a shared
industry. In this paper, Alibaba and Amazon are the two focal firms of analysis. The
relationship these two companies share in terms of the two foundational concepts of
resource similarity and market commonality are broken down into four quadrants. Each
quadrant represents a fundamental relationship of the competitor mapping process.
Furthermore, each quadrant denotes a different comparative relationship combination
linked to the degree of each concept (market commonality and resource similarity). The
quadrants have different implications on the competitive tensions between the pair of
firms. These combination relationships are an extension of the natural observations of
competitive dynamics. Figure 3 illustrates the case of low market commonality and
high resource similarity.

Figure 3 shows two firms that have similar or comparable bundles of organizational
resources, but are only currently competing in a few similar markets. This paper
formulates hypotheses based on these concepts and their meanings. If two firms have

Fig. 3. High resource similarity vs low market commonality - Quadrant 1
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similar resources but operate in dissimilar markets, then strategic actions will be taken
to encroach on one another’s markets to improve global reach and increase the
potential for customers. Despite this push or encroachment, they are not yet labeled as
competitors because of their dissimilar market composition. This assumption is based
on a fundamental principal of business that growth and customer acquisition are
important goals for any business entity. The initial action or the initial attacker can also
expect to be met with a similar response or retaliatory action, because regardless of the
resources one may choose to allocate towards the success of this initial decision, the
other firm will respond with the same volume or intensity in terms of resources. Simply
put, decisions will be made to enter new markets, and any action taken is reciprocated
by way of the action and response dyad of competition. This is the theoretical asso-
ciation between high resource similarity and low market commonality.

The relationship between high market commonality and high resource similarity
may yield the most competitive relationship in the entirety of this analysis. Firms that
share numerous markets and have comparatively similar bundles of resources are
categorized as fierce competitors. They frequently engage on a multimarket level,
which typically generates large numbers of actions and responses. Chen (1996) states
that two firms will experience great tension if they compete directly in many markets,
and more fundamentally, if each is a key player in markets vital to the other. This has
significant implications in the present case study because both Amazon and Alibaba
have considerable regional dominance. Alibaba is dominating China, and Amazon
views the Chinese market as a high priority in its quest for global expansion. Similarly,
Amazon has a stranglehold on the American market, which is an area that Alibaba is
making significant strides in trying to cultivate. Therefore, each firm has something that
the other wants, which is a catalyst for increased competitive tension.

Figure 4 is an illustration of the relationship between high market commonality and
high resource similarity represented in the upper right quadrant. As mentioned before,
high resource similarity means that a firm that makes a decision to act can expect a
response that is comparable owing to similar resource bundles of the two firms. This is
the theoretical association between high market commonality and high resource sim-
ilarity. Next, the relationship between high market commonality and low resource
similarity is considered. Here, firms compete in multiple markets, which means that
they engage in competition for customers on a number of different levels. It is
important to note that despite this definition of multimarket competition, the charac-
teristics of the definition can be narrow in its derivation. We cannot assume that each
market is equally important to a firm. There is an asymmetrical property associated
with market commonality. For now, the narrow definition of market commonality will
suffice because the markets that this paper focusses on are equally important as the
other in relation to the firms involved.

Figure 5 presents the relationship between high market commonality and low
resource similarity. The characteristics of low resource similarity are related to a firm’s
ability to implement a strategy as compared to its competitors. This paper has already
outlined the implications of similar resource bundles and its effect on the competitive
relationships of firms. To review, firms with similar resource bundles are likely to have
similar strategic capabilities and competitive vulnerabilities in the marketplace. Simi-
larly, firms with divergent resource bundles are likely to have diverse competitive
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repertoires to draw on because of the unique profiles of their strategic resources (Chen
1996). Therefore, despite the representation that firm relationships located in the upper
left quadrant of this grid compete in similar markets, their resource bundles are dis-
similar, which implies that their strategic capabilities are dissimilar. This means that
competitive actions are frequent; however, the responses they elicit are unique and
representative of the individual firms.

Finally, the last quadrant of the grid illustrates low market commonality and low
resource similarity. The pairs of firms that do not have a high degree of market
commonality, have dissimilar allocation of resources, and have regional dominance in

Fig. 4. High resource similarity vs high market commonality - Quadrant 2

Fig. 5. Low resource similarity vs high market commonality - Quadrant 3
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opposing highly valued markets have a highly dynamic competitive relationship. This
relationship is representative of that of Amazon and Alibaba. Figure 6 presents this
relationship located in the bottom left quadrant of the grid.

4.4 Competitive Tensions Between Amazon and Alibaba

Based on the process of competitor mapping and comparison of the two fundamental
concepts of the AMC framework, the competitive relationship between Amazon and
Alibaba can be characterized as having low market commonality and low resource
similarity. The statistical framework in this paper analyzes the number of shared
customers each company has in valued markets in both China and the United States,
and the amount of financial resources allocated to the completion of shipping and
logistical operations. This provides an opportunity to visualize the relational duality of
these two firms, on the basis of which conclusions are drawn in addition to other factors
associated with the dynamic industry that is e-commerce. It is important to note that the
results of the statistical analysis produced an outcome that was highly similar for both
firms. Each relationship was located in the same quadrant as the other, which suggests a
parallel situational relationship. Here, industry position refers to the current composi-
tion of influential companies in e-commerce and their long-term strategic goals per-
taining to the markets they currently dominate and the valued markets they are taking
competitive actions towards entering.

When using Amazon as the focal firm, Alibaba is located in quadrant 4. When
using Alibaba as the focal firm, Amazon is also located in quadrant 4. This likeness of
the plotted location is because of the similarities in the current position of each firm in
the industry. The current industry position for each firm can be explained by the
symmetry associated with a strong presence in each firm’s respective home market, and
a comparatively weak presence in the opposing valued market. Amazon has a

Fig. 6. Low resource similarity vs low market commonality - Quadrant 4

46 W.-L. Chang and T.J. Allen



commanding influence in the American market and spends tens of billions of dollars on
operational expenses, while Alibaba operates on a small scale in terms of market share
and financial investment. Conversely, Alibaba has an established monopoly and spends
a majority of its operational expenses within the Chinese market, while Amazon is
insignificant and spends only a small percentage of its overall expenses there. Thus, the
two firms are similar in that they are small players in the market of their respective
counterparts while dominating their home markets. This similarity in market position is
revealed in the borderline symmetrical position they hold in the plotting of the grid
during the competitor mapping process. The position of each firm’s relationship in
relation to the other is an important indicator for how perceived tensions can be
analyzed.

Using Amazon as the focal firm in the American market, Fig. 7 represents the
competitive relationship. With respect to Amazon in the United States, Alibaba has a
dissimilar resource allocation in that it does not have the substantial logistical prowess
in the United States that Amazon does. Alibaba’s minimal traction in the United States
comes in the form of a 2013 investment in the American e-commerce and logistical
start-up ShopRunner, worth 202 million USD (Werkun et al. 2014). This miniscule
investment is pale in comparison to the billions spent on shipping by Amazon each
year, which explains the dissimilarity of resource allocation seen here.

Using Amazon as the focal firm, a similar picture emerges in the Chinese market, as
shown in Fig. 8. Market commonality is slightly higher in China because of the
intensity of Amazon’s efforts to expand into China. Despite these efforts, Amazon has
not yet garnered any real market share.

Amazon has recently opened a storefront on Alibaba’s Tmall. It also operates
Amazon.cn, which was formerly a Chinese e-retailer called Joyo.com. Amazon
acquired it in 2004 as one of many strategic actions aimed at expanding into the

Fig. 7. Amazon vs alibaba – competitive relationship in the American market
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Chinese market (Wiles 2004). Compared to Alibaba, which has only recently initiated
strategic expansive actions in the American market, Amazon has been working towards
expanding into China for a much longer period. This is shown in Fig. 8 in the slightly
higher degree of market commonality. Overall, it is easy to see the competitive rela-
tionship between Alibaba and Amazon using the latter as a focal firm; it can be
characterized as having very low market commonality and very low resource similarity.
The same can be said taking Alibaba as the focal firm.

In an attempt to provide a thorough analysis, this study also uses Alibaba as a focal
firm in order to present an alternative perspective, since switching the focal firms of the
study may produce different results in relation to the market and resource constructs.
However, this was not the case. Irrespective of the choice of the focal firm, the
competitive relationship varied only slightly in its position. Therefore, the change in the
choice of the focal firm did not offer alternative results, but did provide an interesting
conclusion about their comparable positions. This is shown in Figs. 9 and 10.

Using Alibaba as the focal firm, it is evident that there is little difference in the
overall competitive relationship between the two firms. The slight increase in resource
similarity is a product of Amazon’s inflated shipping costs as a ratio of its overall
expense cost in comparison to that of Alibaba. Alibaba spent significantly less on
shipping in total, but as a percentage of its total expenses, investment in shipping and
logistics accounts for nearly a quarter of Alibaba’s overall costs (1207 million/4470
million). Amazon’s shipping costs are about four times that of Alibaba, and accounts
for roughly a twentieth of its overall expenses (4223 million/88810 million).

The conclusion of this methodological approach to competitive dynamics yields
some interesting results that would not otherwise be obtained. According to competitor
mapping, Amazon and Alibaba are not yet identified as major competitors by virtue of
their opposing market contact and dissimilar allocation of financial resources.
According to competitor mapping, these firms are considered fierce competitors when
the duality of their relationship is located in quadrant 2. This indicates high resource

Fig. 8. Amazon vs alibaba – competitive relationship in the Chinese market
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similarity and high market commonality. Regardless of this classification, Alibaba and
Amazon do, in theory and in practice, engage on a competitive level based on their lack
of market commonality. Chen (1996), Gimeno and Woo (1996), and Baum and Korn
(1999) affirm that:

“Firms with more multimarket contact (high market commonality) tend to take more conser-
vative stances toward each other, leading to less rivalry, as reflected by high market prices. An
increase in multimarket contact reduces rivalries rates of entry into each other’s markets thus
minimizing this particularly aggressive competitive incursion. Thus, with respect to the initi-
ation of attacks, it appears that an attacker will be less likely to target rivals with high market
commonality than those with low market commonality, because the stake involved is very
substantial” (Chen 1996).

Fig. 9. Alibaba vs Amazon – competitive relationship in the American market

Fig. 10. Alibaba vs Amazon – competitive relationship in the Chinese market
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Therefore, the competitive relationship between Alibaba and Amazon can be
characterized as having a moderate number of attacks or actions for gaining entry into
valued markets mainly controlled by their counterparts. The responses elicited by these
actions into those markets are dissimilar in the sense that the money spent on the
response is unique and non-uniform, as expected.

4.5 Analysis of the Amazon Store on Alibaba’s Tmall (Coopetition)

On March 5, 2015, Amazon made a decision to cooperate with Alibaba. It launched a
storefront on Alibaba’s Tmall platform selling premium imported products from the
United States. This is the most recent strategic move by Amazon aimed at tapping into
the Chinese market. Amazon has made several other attempts at cracking the difficult
Chinese market segment that have for the most part failed. This recognition of Alibaba
as potentially the only means to gain access to Chinese customers is an honest
recognition of its grand influence in China. It also solidifies Alibaba’s monopolistic
stranglehold on the Chinese market.

In making this decision to join Tmall, Amazon must adhere to all the fee and
profit-sharing structures associated with being a Tmall merchant. That is to say, no
matter how well Amazon does on Tmall, a portion of all that profit will go to Alibaba.
Therefore, Alibaba is now in an even greater position of power. Amazon has conceded
some of its efforts in recognition that it can only do well if it associates itself with the
dominant market player. Basically, at some point you need to go where the fish are
(Soper 2015). In hindsight, these strategic decisions may have been imminent for some
time. Amazon has consistently poured substantial resources and efforts into the
expansion of its business into the Chinese marketplace in an attempt to steal a share of
the growing number of online customers in China. Dismal results show that these
efforts have not been successful, as its market share has consistently declined over the
past few years. These past decisions have seen little return on investment, as Alibaba’s
domination in China continues to grow. This most recent strategic action by Amazon is
interesting and provides some linkage between the outcomes of this study’s competitor
mapping analysis and coopetition, which is related to the AMC framework.

Coopetition can yield beneficial results for both firms involved by way of shared
resource allocation (Peng et al. 2012). Amazon’s ability to use Alibaba’s online plat-
form and established brand to ameliorate their diminishing returns and other failed
strategies is a perfect example of this. Amazon uses some of Alibaba’s resources, and
in exchange, Alibaba profits from the situation. There is also congruence between the
results of this study in terms of Alibaba and Amazon’s competitive relationship. Direct
competitors whose competitive relationship is characterized by high resource similarity
and high market commonality do not engage in coopetition due to the fierce nature of
their relationship. Therefore, Alibaba and Amazon are not considered direct competi-
tors (their relationship is characterized by low resource similarity and low market
commonality); therefore, this presents an opportunity to analyze coopetition in this
case. Amazon decided to act when this opportunity to cooperate and share resources
presented itself. In this case, resources include Amazon’s ability to use a popular
existing platform to improve the popularity of its brand, increase its reach to customers
who may not have been otherwise aware of its brand, and increase sales in a market that
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has historically been difficult to penetrate. Therefore, in light of the nature of Amazon
and Alibaba’s positional relationship within the e-commerce industry, and the ability
for coopetition to yield mutually beneficial results, Amazon’s participation on Tmall is
a perfect illustration of the linkage and validity of competitive dynamics theory and the
AMC framework.

5 Conclusion

This study is a representation of the current progress of technology and innovation in
the realm of business. The technological revolution has spurred new kinds of industries
that use the Internet and various connected platforms to create value and wealth in
places that would otherwise have been unrealized. The combination of massive
amounts of data creation and the use of faster, smarter, and smaller technologies
represent the forefront of innovation and subsequently the evolution of modern day
human interaction. Engrained within this dynamic space are a handful of companies
that are leading in their own respective way, carving out a niche for themselves in a
lucrative global marketplace rampant with consumerism and an unquenchable thirst for
fresh ideas. This study focuses on the e-commerce industry in terms of two giant
companies (Amazon and Alibaba). The Internet itself is only about a half-century old,
and the majority of its development has occurred in the past two decades. There is still
much to learn about the nature of its use and the direction of its evolution.

The study investigates the phenomenon of the Internet and its resulting impact on
the world of business. The Internet has produced companies with unlimited reach,
astronomical frequency of use, and massive valuations through growth potential and
scalability. Therefore, the value of these companies is much greater than has been
hitherto seen. In this context, the present study investigates the impact of technological
development on society, the resulting emergence of a new industry, the characteristics
of that industry, and the nature of competition highlighted by its two most prominent
firms. Amazon and Alibaba are the most innovative and popular companies in the
industry today.

Competitive dynamics theory was used to explore the nature of competition. This
theory encompasses a wide variety of possible research directions from macro to micro
factors. The study analyzes the AMC factors associated with each individual firm.
This AMC framework describes a given firm’s propensity to take strategic or
responsive actions against its competitors. The propensity to act is highlighted by
competitive tensions or the perceptions a firm may have in relation to its competitor’s
position in the same industry—this is the competitive relationship. The fundamental
principle for deriving this relationship associated with AMC is presented through a
statistical method known as competitor mapping. Competitor mapping associates
commonality in market structure with similarity in organizational resource allocation to
derive a relationship that can be plotted as a location on a grid. This method was used
considering the simplicity of interpreting its results

The preliminary results of this study identify the characteristics of all groupings of
the relationship between the fundamental constructs of the AMC theory—resource
similarity and market commonality. There are four distinct possible relationships
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between market commonality and resource similarity: low-low, low-high, high-low,
and high-high. Each possible outcome relationship is associated with a given set of
competitive characteristics, which this study determines as the likelihood or volume of
attacks and the types of responses such attacks would elicit. For example, the likeli-
hood of an attack(s) from firms that have a low-high relationship differs from that for a
pair of firms that have a high-low relationship. Furthermore, the response elicited from
a pair of firms that have a low-low relationship is also different from that for firms that
have a high-high relationship. Essentially, each relationship grouping has different
implications for competitive nature and strategic decision-making.

The study found that companies with low market commonality and low resource
similarity are not direct competitors, but compete nonetheless. Companies that have
high resource similarity and high market commonality are categorized as direct com-
petitors according to Chen (1996). Firms with low market commonality and low
resource similarity can be categorized as moderate competitors. Alibaba and Amazon
fall into this category. The moderately competitive nature of these two firms means that
there is an underlying recognition of competitive tension, even though there is an
opportunity to cooperate.

The results directly reflect the competitive relationship of these two firms in reality.
Amazon’s recent decision to collaborate with Alibaba in China validates the theoretical
and statistical outcome of the applied methodology and theory. The results of this study
also suggest that coopetition has the potential for mutually beneficial outcomes. Since
coopetition is a recent development in this relationship, this study cannot conclusively
state that Amazon’s decision to join Alibaba’s Tmall platform will be successful.
Perhaps, this point can be revisited in order to analyze the impact of this decision on
both firms in the future.
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Abstract. We investigate the temporal ownership boundary that exists in the
sharing economy. We find that temporal factors play an important role in the
decisions of collaborative contribution. A collaborative contributor need not
only consider the engagement duration and the potential income, but also the
holding/inventory/maintenance costs during its ownership. We define the tem-
poral ownership boundary as the limit when the owner is indifferent of trans-
ferring the ownership from its current in-usage or sharing status. By this
definition, we can decompose a merchandise as two substitute goods: the
ownership good and the transferring good. The ownership good can be con-
sumed or shared by the owner. The transferring good can either be given as a
gift or be resold for an income. The temporal ownership boundary can be found
by considering the owner’s holding cost, various transaction costs, and the
potential income from the sharing economy activities. We find that there exists
various conditions when this boundary may lean towards sharing, gift giving or
reselling.

Keywords: Temporal ownership boundary � Sharing economy � Resale
market � Gift economy

1 Introduction

In recent years, many sharing marketplaces have emerged, targeting various economic
segments, for example AirBnB and Roomorama for lodging, SnapGoods for tools,
RelayRides for cars, Wheelz for bikes, Uber and Lyft for ad hoc taxi services, etc.
Services can also be shared, for example peer-to-peer lending, crowdfunding, couch-
surfing, coworking, knowledge and talent-sharing. We foresee that sharing economy
will keep evolving and become more flexible and eminent in the near future because of
its fundamental economic drivers.

In general, the sharing economy refers to the economic activities when goods or
services are arranged to be contributed and shared among a group of consumers. It is
normally characterized by a discounted price and a partial income for the collaborative
contributors. Before the end of life (EoL) of a good (or a service subscription), the
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owner can freely use, share, give, or sell the good’s remaining value. For example, old
clothes, musical instruments, books, cars, apartments, their value can be realized by
above-mentioned economic forms. What affects an owner’s decision to choose one
from the others?

To answer this question, we must consider the value of the goods, its inventory and
holding cost, the transaction costs, and potential income from the sales, usage, or
collaborative contribution. Most of these parameters are temporal factors. For instance,
a costly inventory would normally give the owner a strong incentive to transfer its
ownership by resale or gift-giving. On the contrary, a high remaining value of the good
would make the owner willing to keep the ownership for individual or group con-
sumption. We are motivated to investigate the properties of these temporal ownership
variables.

A good’s remaining ownership can be transferred. It creates other two emerging
markets: the reselling market and the gift economy. The gift economy refers to the
economic activities that aim to transfer goods or services freely to other individuals
without an agreed method of quid pro quo. The economy of reselling represents the
transfer of the remaining value of goods accompanied by a resale price. The goods that
are idle for one person may be needed by others, so they can make a deal by sharing,
giving, or reselling. During the ownership period, we make a simplified assumption by
considering individual consumption as a special case of collective consumption when
only the owner utilizes the good/service. By considering all the factors that influence
the decision making, with general rationality, the owner is more willing to keep the
ownership when the future income and the value exceed the costs of holding it. When
the holding cost is significantly high, the owner would be more likely to transfer the
ownership. There should exist an equilibrium where the owner is indifferent to sharing,
giving, or reselling. The indifference point is further adjustable by the sharing network,
charity organizations, the taxation policy, and by resale marketplace.

We aim to investigate the temporal ownership boundary that exists in the sharing
economy. We study the temporal factors including the inventory holding cost, the
potential collaborative income, and individual utility from consumption with various
time stamps. We define the temporal ownership boundary as the limit when the owner
is indifferent to transferring the ownership from its current in-usage or sharing status.
We base our analysis on two variations of substitute modelling and consider the
properties of social welfare by incorporating the utility functions of different players.
We find that there exist various conditions when this boundary may lean towards
sharing, gift giving or reselling. We show that both individual utility and total social
welfare can be optimized by adjusting the incentives, the transaction costs, and
eventually the time of ownership transfer of the goods. Our results bring meaningful
and interesting insights to today’s sharing, gift, and resale platform companies on how
to improve the efficiency and competitiveness.

The remainder of this paper is organized as follows. In Sect. 2, we provide a brief
review of literature in today’s sharing economy, resale marketplace and gift economy.
In Sect. 3 we propose a substitute model that defines the temporal ownership boundary.
We discuss the results and draw managerial implications in Sect. 4. We make con-
cluding remarks and give guidance to future research in Sect. 5.
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2 Literature Review

From the existing literature in sharing economy, gift economy and resale market, we
find a common agreement that all forms of ownership must create real consumer value at
the end. The concept of sharing bikes (Wheelz), cars (Uber), or houses (Airbnb) begins
to become more and more popular [5]. In order to obtain the stable mobility, existing
shared mobility business models try hard to find the optimal relationship between good
owners and receivers. What’s more, sharing economy now achieves success in the
competition with concrete firms and makes itself different to acquire market share [13].
The economy of sharing is often linked to the collaborative consumption [2]. In terms of
how we think about ownership, collaborative consumption is often considered as
important as the Industrial Revolution. Almost all industries are involved in this ongoing
disruptive change of sharing economy and collaborative consumption. People can use
collaborative consumption as a force to effect the sustainable development and a method
to strengthen communities [3]. On top of that, owing to information and communica-
tions technologies, collaborative consumption develops rapidly [7]. Moreover, different
factors like sustainability play important roles in motivating the participation in CC.

However, its dark side needs to be deal with when the sharing economy grows up
[8], which means to gain unfair advantages like regulatory arbitrage should be avoided.
And democratizing the ownership and governance of the platform would help to
control the power of new technologies [11]. On the other hand, there are still fleets and
inventory costs even in the sharing economy [12]. New sharing economy market
models like re-engineered consumption models are needed.

Supposing if there is no inventory cost, the owner of the goods/services would have
the intention to keep them with any residual value. If there exists a reward to transfer
the ownership as a gift or certain holding cost, the tendency to keep the goods may
withdraw. It creates the economy of gifts. With non-zero inventory cost, depreciating
value of the good and taxation benefit, the owner might make a negative utility if
he/she holds the good. The gift economy, however, is not always attractive [9], and it
can push people away and seek the valorised market as an alternative option. What’s
more, people pay little attention and hardly show their understanding of gift giving [4],
because of the privacy and conceptual framework of this activity.

Resale market heavily depreciate machines produced in these dispute-affected
equipment [10]. Moreover, components of these machines are resold more frequently
and receive lower list prices. In the standard auction, there is a bidder in resale market
who doesn’t have any use value for the good on sale [6]. When resale leads the auction,
there is an equilibrium in the auction-plus-resale game, which would determine the
bidding price [1]. But in a perfect resale market, the auction with resale would not be
the best choice for the seller.

3 Research Methodology

3.1 Temporal Boundary and Ownership Substitution

Today, the barrier of group trade, collaborative consumption, and donation has greatly
diminished compared to the recent past. It creates new yet phenomenally large business
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communities to share, resell and gift the remaining value of goods and services. We
observe certain similarities among the mentioned three forms by considering the time
when the good’s ownership is transferred. Individual and collaborative consumption is
characterized by holding the ownership. Collaborative consumption does not strictly
follow the ownership if the consumer only “rents”. Because the focus of this research is
on the boundary of sharing and gift, we emphasize on the good owner’s decision in the
following model development. Gift and resale are similar because in both forms the
ownership will be transferred. Figure 1 illustrates how we can decompose a good or
service simply based on its expected life and the time point of ownership transfer.

Thus, a good can be decomposed into two substitutes by specifying the temporal
boundary when the ownership is transferred, ranging from time zero to its end of life
(Fig. 1). Let T represent the end of life time stamp of a good. We decompose the
good/service in two parts: the ownership part (Ps) and the detachment part (Pg or Pr). Pg
represents the remaining part to be given as a gift and Pr indicates that the remaining
value will be resold on a reselling market. Whenever the good still belongs to the
owner, he/she has to choose whether to separate the ownership in the future, when (t),
and how (gift or resale).

3.2 Analysis of the Optimal Decision

The gift economy is different from a free supply-demand market because the goods are
not well organized, listed and marketed to the consumers. It involves transaction costs
for both donors and receivers to give and find the right goods. In this sense, the
intermediary plays a very important role in reducing the transaction costs from both
side by giving effort to improve the service.

We consider the intrinsic value of goods, inventory holding cost, transaction cost,
and good-will rewards in the gift economy model.

We use the following list of notations:
V: Value of the good
HC: Holding cost of the good
R(v): Good-will reward of giving a gift
S: Income from sharing
TC1: Transaction cost of sharing
TC2: Transaction cost of gift
TC3: Transaction cost of resale
T: Estimated remaining life of the good from time zero

Fig. 1. Decomposition of a good
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Re(v): Resale price
i: Time interest/discount rate
Ur: Utility from resale
Ug: Utility from gift giving
U1: Utility from owning the good
U2: Utility from detaching the good
rt: Sharing income volatility

At any time point of a good before its end of life, the owner has three choices: (1) to
give the good as a gift, (2) to share(use) it, (3) to resell it. The utility of sharing/using
the good is the value of the good (V) plus the income from sharing/using it (S) minus
the holding/maintenance cost (HC) and the transaction cost (TC1) as represented in (1).
The utility of gift giving consists of the inventory holding credit (HC) plus the reward
(R) minus the value of the good (V) and the transaction cost(TC2), Eq. (2). The utility
of reselling the good is the price of the good according to the value of the good
(V) minus the holding/maintenance cost (HC) and the transaction cost(TC3) as repre-
sented in (4)

U1 tð Þ ¼ V tð Þ � HC tð Þ � TC1 þ S tð Þ ð1Þ

U2 tð Þ ¼ Max Ug;Ur
� �

t ð2Þ

Ug ¼ HC tð Þ � V tð Þ�TC2 þR ð3Þ

Ur ¼ Re V tð Þð ÞþHC tð Þ � V tð Þ � TC3 ð4Þ

Equations (1) to (4) depict the economic rationality behind sharing/gift/resale
decision in general. We can further define the product valuation, the holding cost, and
the sharing income according to time as follows:

V tð Þ ¼ A
ek

1þ i

� �t

ð5Þ

HC tð Þ ¼ C
ln 1þ ið Þ 1� 1þ ið Þ�t� � ð6Þ

S tð Þ ¼ V � E S
V
jx ¼ t

� 	
¼ V tð Þe1

2rt
2 ð7Þ

Re Vð Þ ¼ V tð Þ ð8Þ

In Eq. (5), k is a kind of value power which shows the change of value. Value
decreases with time when k < 0 while value increases when k > 0. In (6), we assume
that unit holding cost is a constant. In Eq. (7), we assume that at any time, S(t)/V(t)} is
a random variable which has a logarithmic normal distribution with parameters 0 and
rt. It’s natural to consider rt increases when t increases because of the characteristic of
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volatility. So we could let rt = st with s > 0. In Eq. (8), we assume Re(V) is a normal
random variable with parameters V(t) and r’t. Equations (5) to (8) are still very
general, and can be fine-tuned according to commodity types in different industries or
applications. We use these equations to facilitate the calculations and to demonstrate
the boundaries and conditions in different economic forms.

Theorem 1. At any time point if a = Re(V(t)) − TC3 + TC2 − R > 0, resale is more
preferable than gift giving. Otherwise, the good owner would rather like to make a
donation.

Proof. It can be easily proved by comparing Ur with Ug where a stands for the
difference between these two possible owner’s utilities.

From now on we use U2 to represent the utility of detaching the good, where
U2(t) = Max{Ug, Ur}t. If we consider U1 and U2 as two substitute choices for the
owner, which means if U1 surpasses U2, the owner intends to share. Otherwise, if U2 is
greater than U1, he/she prefers to detaching the good either as a gift or as a resale item.
His/her maximization problem for perfect complements can be modeled as follows:

MaxU x; yf gt ð9Þ

subject to:

xtU1 þ ytU2 ¼ U x; yf gt ð10Þ

xt þ yt ¼ 1 ð11Þ

xt 2 0; 1f g ð12Þ

yt 2 0; 1f g ð13Þ

From Eqs. (5) to (7), We can form the following intermediate formulas regarding
the remaining value of the good, the inventory cost/credit, and the sharing income.

V 0 tð Þ ¼ A
ek

1þ i

� �t

� k� ln 1þ ið Þ½ � ð14Þ

V 00 tð Þ ¼ A
ek

1þ i

� �t

� k� ln 1þ ið Þ½ �2 ð15Þ

HC0 tð Þ ¼ C 1þ ið Þ�t ð16Þ

HC00 tð Þ ¼ �Cln 1þ ið Þ 1þ ið Þ�t ð17Þ

S0 tð Þ ¼ S tð Þ rtr
0
t þ k� ln 1þ ið Þ

h i
ð18Þ
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and draw the graphs of U1 and U2 respectively in the same coordinate system in order
to determine whether x = 1 or y = 1. Alternatively, we can also observe the function
U1 − U2 directly to find the even point.

In detail:

U1 tð Þ0¼ V0 � HC0 þ S0 ð19Þ

U1 tð Þ00¼ V00 � HC00 þ S00 ð20Þ

U1 0ð Þ ¼ A�TC1 ð21Þ

U2 tð Þ0¼ HC0�V0 ð22Þ

U2 tð Þ00¼ HC00�V00 ð23Þ

U2 0ð Þ ¼ �AþR� TC2 ð24Þ

Theorem 2. If k > ln(1 + i), the owner would be more likely to prefer to
sharing/holding the good than giving it out as a gift.

Proof. Because the value of the good always increases, the owner would consider
keeping the ownership of the good as appreciation instead of depreciation.

So we will discuss under the circumstance k < ln(1 + i), which makes V 0 �HC0 ¼
A k� ln 1þ ið Þ½ � ek

1þ i


 �t
�C 1þ ið Þ�t lower than zero in that case.

In order to observe U1 and U2 more conveniently and clearly, the function
[U1 − U2](t) would be discussed in the following. Let

U1 � U2½ � tð Þ ¼ / tð Þ � h ð25Þ

where

/ tð Þ ¼ S tð Þþ 2 V �HCð Þ ð26Þ

h ¼ TC1 þR� TC2 ð27Þ

Then the condition U1 > U2 is equivalent to / tð Þ[ h, which is also equivalent to S
(t) + 2(V − HC) > TC1 + R − TC2.

From the analysis above, we know that V − HC is a monotonous decreasing
convex function based on the fact that V0 � HC0 \ 0 and V00 � HC00 [ 0. On the

other hand, S0 is linear monotonous increasing function of t and when t ¼ ln 1þ ið Þ�k
s2 ,

S0 = 0. So /0 = S0 + 2 V0 − 2HC0 is a monotonous increasing function from negative
to positive with the unique zero point t0. In other words, when 0 < t < t0, / tð Þ
decreases with t, while when t > t0, / tð Þ increases with t, which shows that t0 is the
minimum point of the function / tð Þ.
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Theorem 3. If the minimum of the function / tð Þ is larger than or equal to h which is
the same with / t0ð Þ� h, then U2(t) won’t exceed U1(t), which means the owner will
share the good until the end of product life cycle.

Proof. From the perspective of [U1 − U2](t), we can get the minimum of the function
[U1 − U2](t) is not below zero given those conditions, which result in U1 � U2 � 0 is
correct for all t. In other words, U1 tð Þ�U2 tð Þ is always correct.

Let t� be the first point which satisfies that / t�ð Þ ¼ h, then:

Theorem 4. If the minimum of the function / tð Þ is smaller than h, which is the same
with / t0ð Þ\h, then t� is the potential separation point, which means the owner will
give the good away at time t� indeed if the gray area is larger than the second red area,
otherwise the owner will share it until T. However, if t0 �T, which indicates there is no
red area, then t� is surely a separation point.

Proof. Because of the former analysis of the property of the function / tð Þ, we know
there are two intersections for us to consider when h is within the range of function
value. In detail, t� is sure to be achieved and it’s more important than the second one
because t� is potential giving point while the second one is not. We just need it to
determine whether to give the good at the time t� by comparing the red area after the
second intersection and the gray area before it. Therefore, its existence and value of
second intersection are not significant. If the second separation point doesn’t exist
when t0 �T, then we can consider red area as zero, which is necessarily less than gray
area (Fig. 3).

Fig. 2. Temporal ownership boundary when t0 < T
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3.3 An Alternative Model

Because it’s possible for the owner to share the good for a certain time period and give
it as a gift in the future, we may consider x and y as the tendency of sharing and
gift-giving respectively. In this case, we shall abandon constraints (10), (11), (12) and
make x and y continuous. In other words, we will take the two different statuses of a
certain good, which are sharing and giving, as two competitors in order to find the
result of the battle between sharing and giving.

If we consider the total remaining life of the good as T and when the owner gives it
as a gift in a future time point t, x represents the proportion of sharing as x = t/T, and y
represents the proportion of gift-giving y = 1 − x. The original problem from (3) to (7)
becomes:

MaxU x; yf g ð28Þ

subject to:

xU1 þ yU2 ¼ U x; yf gt ð29Þ

xþ y ¼ 1 ð30Þ

x ¼ t
T
; x 2 0; 1½ � ð31Þ

y ¼ 1� t
T
; y 2 0; 1½ � ð32Þ

t�T ð33Þ

U1 tð Þ ¼ V tð Þ � HC tð Þ � TC1 þ S tð Þ ð34Þ

Fig. 3. Temporal ownership boundary when t0 > T
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U2 tð Þ ¼ HC tð Þ � V tð Þ�TC2 þR ð35Þ

V tð Þ ¼ A
ek

1þ i

� �t

ð36Þ

HC tð Þ ¼ C
ln 1þ ið Þ 1� 1þ ið Þ�t� � ð37Þ

(36) states the intrinsic value of the good at a future time t from time point 0. In order to
calculate V, we take into consideration depreciation that consists of the initial value of
the asset and its estimated “life”. (37) represents the accumulated value of released
inventory cost as an “inventory holding credit”.

From the perspective of (30), MRS = −1, while from the perspective of the linear
utility function (29), MUx

MUy
¼ � U2

U1
as per microeconomics principles, MRS = MUx/MUy

indicates U1(t) = U2(t) is the condition for the optimal solution, which is the same
condition that we discussed earlier.

What’s more, for the purpose of maximizing the utility, we need to find the point t�

which makes @U
@t t�ð Þ ¼ 0. We can simplify that dU

dt ¼ 1
T U1 � U2½ � þ 1

T U0
1 � U0

2

� �þU0
2.

And it’s easy to prove the solution of that equation is exactly t�.

4 Economic and Managerial Implications

In general, as can be observed from Fig. 2, Ps and Pg are separable by t�, which could
be affected by the gift rewards R and sharing income S. The reward usually has
something to do with tax deduction, while sharing income usually directly relates to
cost and sharing platform.

The impact from the sharing income is that if only s increases, then t0 decreases and
t� increases finally, even making giving not to happen as shown in Table 1.

Table 1. Analysis of temporal ownership boundary according to various s

PAR Th2 Th3 Th4 Th5 Th6 Th7 Th8 Th9

A 10 10 10 10 10 10 10 10
i 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
k 0.1 0.09 0.09 0.09 0.09 0.09 0.09 0.09
C 2 2 2 2 2 2 2 2
s 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
R 10 10 10 10 10 10 10 10
TC1 1 1 1 1 1 1 1 1
TC2 2 2 2 2 2 2 2 2
T 20 20 20 20 20 20 20 20
h 9 9 9 9 9 9 9 9
t� NA 6.8 6.9 6.9 7 7.2 7.4 7.7
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The impact from gift reward can be found by examining R. We can write R as
kV tð ÞþR0. As a result, there is an adjustment from 2 to 2� k in the coefficient of the
V(t) and an added constant in the function of U1 − U2. However, this adjustment only
creates small changes. If only R increase, then t� decreases finally. And vice versa. The
change in TC1 and TC2 also influences the value of t� via changing the minimum of the
function [U1 − U2](t). The integrated effect of R + TC1 − TC2 is shown in Table 2.

From the above analysis, we can conclude that:

Theorem 5. The decrease in s has the same effect with the increase in R + TC1 −
TC2, which would both cause the decrease in t�. Furthermore, inverse change in
R + TC1 − TC2 and S’ would strengthen their effect while synchronized change in
R + TC1 – TC2 and S’ would counteract their respective effects.

From the perspective of the owner of the good, the higher rt would bring higher
income but the high income would discourage the owner to give the good as a gift
according to our results. However, the high rt would also make the good less com-
petitive at the same time. As a result of that, there is an equilibrium in the price setting
for the sharer to obtain the maximum income and meanwhile it wouldn’t eliminate the
possibility for gift giving.

From the perspective of government, to increase the reward by enhancing the tax
deduction is a good method to encourage people to give the good away as soon as
possible. But it’s difficult to promote tax deduction without limiting cap, which is the
most common current practice. As it can be seen from our results, the game between
the sharing income and gift economy reward would play a key role in the owner’s
decision. Adjusting the tax deduction corresponding to the price of sharing market
would make the reward more effective.

From the perspective of firms that promote gift economy, normally these firms are
considered non-profit. There exist many challenges that they have to overcome, such as
the lack of supply, the increasing demand of charity, the lack of understanding of both
donors and receivers, and sometimes the financial difficulties to operate the platform
and to reduce the transaction cost. Our result shows that by reducing the transaction

Table 2. Analysis of temporal ownership boundary according to various h

PAR Th2 Th3 Th4 Th5 Th6 Th7 Th8 Th9

A 10 10 10 10 10 10 10 10
i 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
k 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09
C 2 2 2 2 2 2 2 2
s 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05
R 7 8 9 10 10 10 11 11
TC1 1 1 1 1 1 2 2 3
TC2 2 2 2 2 1 1 1 1
T 20 20 20 20 20 20 20 20
h 6 7 8 9 10 11 12 13
t� 8.7 8.1 7.5 7 6.6 6.1 5.7 5.2
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cost, the time for people to give the good as gift would be brought forward, which
means the platform would receive the goods earlier. Even for those who will not donate
the goods, the reduced transaction cost and increased rewards would give them the
motivation to donate. Our results also show that today’s ever booming sharing and
resale economy, because of the reduced transaction cost to share and to resell along
with increasing sharing and resale income thanks to the Internet, actually shrink the
already small market size for the gift economy. We prove that in order to boost the
spirit of good-will in our society, the government and the charity organizations must
come up with new models or effective taxation incentives to struggle with the
increasing income of sharing or reselling in order to encourage the gift giving, like
revising the tax deduction corresponding to the price of sharing market.

From the perspective of the sharing or reselling platform, reducing the transaction
cost by new technology would help them receive more goods from the owner. And the
goodwill for their efficiency with distribution of the goods would attract more people to
share or give their goods because they may believe that platform could help them fulfill
their purpose. In that way, owing to the double-sided model, platform would benefit
from the increasing sharer/donors by attracting more receivers, which would in turn
enhance the volatility of the platform. Nevertheless, transaction cost is the profit of
platform, which means the transaction cost would not decease without limit. Compared
with that in gift economy, our results show that the difference between two kinds of
transaction cost could be utilized by government or charity organizations to encourage
people to give their good as a gift.

5 Conclusion

We investigate the temporal ownership boundary that exists in the sharing economy.
We study the temporal factors including the inventory holding cost, the potential
collaborative income, and individual utility from consumption with various time
stamps. We define the temporal ownership boundary as the limit when the owner is
indifferent to transferring the ownership from its current in-usage or sharing status. We
base our analysis on two variations of substitute modeling and consider the properties
of social welfare by incorporating the utility functions of different players. We find that
there exist various conditions when this boundary may lean towards sharing, gift giving
or reselling. We show that both individual utility and total social welfare can be
optimized by adjusting the incentives, the transaction costs, and eventually the time of
ownership transfer of the goods. Our results bring meaningful and interesting insights
to today’s sharing, gift, and resale platform companies on how to improve the effi-
ciency and competitiveness.

Thanks to the rapid development of various online social networks and recom-
mender systems, today’s consumers are able to gain access to information instantly, to
communicate with other consumers conveniently, and to enjoy low cost online c2c
transactions. The Internet has enabled the booming of the three emerging economic
forms that we have discussed in this research. For future research, we foresee many
variations and new economic models based on the temporal ownership boundary. For
example, in reality the parameter of k� ln 1þ ið Þ in our model happens to appear more
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frequently than the ones when k > ln(1 + i). However, the existing reward function
loses its influence in the case of k� ln 1þ ið Þ, which means an alternative reward
mechanism should be designed.
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Abstract. Innovative work arrangements are increasingly being enabled by
technology. On-demand technology-enabled marketplaces for a variety of skills
are becoming popular. Examples include topcoder.com and odesk.com. This
paper focuses on how organizations can use such on-demand marketplaces
along with in-house workers to staff dynamic knowledge-intensive service
environments. An economic analysis of prices paid to on-demand workers is
presented. Such an analysis can be further developed to characterize the optimal
workforce composition of the in-house workforce.

1 Introduction

The dynamic technology-driven business environment of today is facilitating innova-
tive work arrangements for service delivery using a distributed workforce. Examples of
such services include security (www.qualys.com) and business services such as cus-
tomer service (www.salesforce.com). High quality customer service is extremely
important, and in some settings this requires a skilled (knowledge-intensive) workforce.
Instead of relying on in-house (IH) workers to provide high quality service, technology
is facilitating innovative work arrangements using an on-demand (OD) workforce (The
Economist 2015). Some people argue that hybrid workforces are likely to be “the new
normal” (Kasriel 2015). Hence, it is vital for organizations today and in the future to
explore work arrangements that employ a hybrid workforce consisting of full-time and
OD workers. This research focuses on pricing and workforce composition in such
hybrid workforce settings.

We examine pricing and composition of hybrid workforces in the context of
knowledge intensive service environments that are characterized by a workforce with
competencies in multiple skills, and significant heterogeneity in worker competence
(Dong et al. 2012). We focus on knowledge intensive service delivery environments
since OD workforces are increasingly available for knowledge intensive tasks (The
Economist 2015). Service tasks could range from several minutes to a several hours.
Assignment of tasks to skilled workers is a key determinant of service performance.
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M. Fan et al. (Eds.): WeB 2016, LNBIP 296, pp. 67–73, 2017.
https://doi.org/10.1007/978-3-319-69644-7_6

http://topcoder.com
http://odesk.com
http://www.qualys.com
http://www.salesforce.com


An assignment strategy that assigns tasks to the first available worker, could reduce
wait times, but result in high service task completion times.

Prior research (Aksin et al. 2007) as well as practitioner articles (Rugaber 2013)
have recognized the potentially important role that part-time workers play in service
provision. However there is limited research on service using hybrid workforces.,
Related research in service operations, and service science (Aksin et al. 2007; Dong
et al. 2011) has focused on service provision by a full-time workforce. There is some
research focusing on non-routine service tasks (Cil et al. 2013) involving part-time
workers (Rugaber 2013). In today’s business environment, several marketplaces for
part-time service workers exist. Examples include www.topcoder.com, and www.
odesk.com, which provide access to an on-demand workforce for software develop-
ment and legal services. While there is some research on such service marketplaces
(Cil et al. 2013; Bcaon et al. 2010), there is no research focusing on pricing and
composition of hybrid workforces. Our focus, in this paper, is on software development
service tasks, though our research can apply to other types of tasks as well.

The service environment studied in this paper combines an IH workforce with
independent OD workers who bid for tasks. Service tasks are associated with service
levels. Timely completion of tasks is important in order to minimize penalties and
maximize net revenue. We focus on the following research question: what is the best
(optimal) pricing and workforce composition for a hybrid workforce? An economic
analysis of conditions under which an organization uses the on-demand market place
and optimal price paid to OD workers is presented. The composition (range of worker
service times) of the OD workforce that the organization can attract with this price is
also discussed.

2 Service Delivery Using a Hybrid Workforce

This section develops an analytical model of a service environment that uses a hybrid
workforce. This model aims to improve our understanding of interrelated pricing,
workforce and service level agreements impact the performance of the firm.

Service tasks are assigned to workers in order to generate business value. Tasks can
be assigned to either OD workers or IH workers. IH and OD workers vary in terms of
their availability, compensation, and skill levels. These knowledge workers may not
handle service tasks immediately upon arrival, though delay in task completion may
result in penalties outlined in SLAs.

IH workers are paid a fixed salary. OD workers are screened by the firm based on
their skill levels, reputation (based on past performance) and experience. Tasks along
with their pre-determined payment price and service delivery requirements are posted
to a market of OD workers (e.g., topcoder.com, odesk.com). OD workers place
(yes/no) bids for these tasks based their utility functions. Each worker’s utility function
typically depends on the payment for the task, the learning value from the task, and the
opportunity cost related to completing the task. Value of learning and the opportunity
cost, in turn, depend on worker skills and market demand for those skills. Each OD
worker who bids has no knowledge of other bids or other tasks arriving in future time
periods. When there are multiple bids for a task, the firm makes an assignment that
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maximizes its profit objective. A worker can bid on multiple tasks in any given time
period, but is assigned to only one task at a time.

3 Model Formulation

The firm’s objective is to maximize business value by completing service tasks over a
planning horizon (T). In line with prior research on managing IT service tasks, we
assume that the arrival rate of tasks follows a Poisson distribution (with a mean k), and
the tasks arriving in each time period are independent of each other. Each task has an
associated revenue of �R. Tasks can be completed by IH or OD workers. At the
beginning of the planning horizon the firm hires a heterogeneous IH workforce of size
K (decision variable) with the average service time 1=lIH (decision variable). We
assume that the actual service time for the IH workforce follows a general distribution.
Similarly, the average service time for OD workers is given by 1=lOD. IH workers are
paid a fixed compensation hð1=lIHÞ for the entire planning horizon based on their
competence (service time). On-demand workers accept tasks based on their individual
utility function (UOD) and the payment price POD (decision variable) set by the firm.

4 On-Demand Marketplace Characterization

The net utility derived by an on-demand worker is function of the direct compensation
(POD) associated with task completion, opportunity cost (g ðs; 1=lODÞ) which is a
function of the average service time of the OD worker (1=lOD) and external market
demand (s). In addition, we also assume that the OD worker may derive some utility
form learning associated with task completion (f ðh;w; 1=lODÞ). The value of learning
is function of market price for skills (w), the task related learning potential (h) and the
service time (1=lOD) of the worker. Hence, we model the utility function of the OD
worker as:

UOD ¼ POD þ f ðh;w; 1=lODÞ � g ðskt; 1=lODÞ ð1Þ

Lemma 1. OD workers with a service time greater that 1=lm
OD

will chose to participate
in the OD marketplace.

The value of learning f ðh;w; 1=lODÞ increases with market value of skills and the
task related learning potential. Since, higher service times are indicative of less com-
petent workers we assume that the opportunity cost decreases with the average service
time (1=lOD) and increases with external market demand. From Eq. (1), the price for
the marginal worker is given by,

Pm
OD ¼ g ðskt; 1=lmODÞ � f ðh;w; 1=lm

OD
Þ: ð2Þ

Since the payment to the OD worker strictly decreases with increase in service time,
it follows that dPOD

d 1=lODð Þ\0.
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Lemma 1 is illustrated in Fig. 1 where the individual rationality constraint for the
OD worker is binding at the marginal curve. Workers with a service time greater than
1=lm

OD
will chose to participate in the OD market place.

From the firm’s perspective the service delivery environment can be approximated
to a M/G/K queue with an arrival rate of k and general service time distribution for K
(decision variable). Hence, in the absence of OD market place, the average waiting time
for a task in the queue is given by,

E½WM=G=K � ¼ 0:5 ðCV2 þ 1ÞE½WM=M=K � ð3Þ

Here CV2 is the coefficient of variation of the service time distribution for IH
workers. In M/M/K the server utilization q ¼ k=ðKlIHÞ. The probability that an
arriving customer is forced to join the queue (i.e., all servers are occupied is given by):

CðK; k=lIHÞ ¼
1

1þð1� qÞðK!=ðKqÞKÞðP
K�1

m¼0
ðKqÞm=m!Þ

ð4Þ

The waiting time in the queue for M/M/K is given by,

E½WM=M=K � ¼ CðK; k=lIHÞ
KlIH � k

ð5Þ

Combining Eqs. 3, 4 and 5 we get the waiting time in the queue for the M/G/K
queue.

The total task completion time is the sum of the waiting time and the service time.
The maximum service time for each task before the firm incurs penalty of d dollars per

Fig. 1. Illustrative example of operating region for the OD marginal worker.
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unit time is defined as Individual Based SLA (IBSLA). The IH workforce is hired at the
beginning of the planning horizon for the entire planning horizon, hence the additional
cost of using an IH worker is,

maxðE½WM=G=K � þ 1=lIH � IBSLA; 0Þ d: ð6Þ

Tasks can also be posted in the OD marketplace for bidding along with their
pre-determined payment price (POD) and service delivery requirements. OD workers
with a positive net utility are assumed to bid for tasks at the posted payment price.
Each OD worker who bids has no knowledge of other bids or other tasks arriving in
future time periods.

Since, an OD worker’s service time can also exceed IBSLA, the additional cost of
using an OD worker for a task is given by,

maxðE½WM=G=K � þ 1=lIH � IBSLA; 0Þ d: ð7Þ

Proposition 1. characterizes the maximum price offered by the firm for tasks posted in
the OD market place.

Proposition 1a. If the total average service time of an OD workers (1=lOD) is less than
the IBSLA and the average total service time for the IH worker (E½WM=G=K � þ 1=lIH) is
greater than the IBSLA, the firm posts the tasks in the OD market place for a maximum
price (Pmax

OD ) equal to ðE½WM=G=K � þ 1=lIH � IBSLAÞ d.
In this service environment, the firm does not incur any additional cost savings as

long as the total service time is less than IBSLA. Hence, under the conditions described
in Proposition 1a it follows that maximum market price will be equal to the additional
cost of using the IH workers (Eq. 6). This is illustrated in Fig. 2.

Proposition 1b. If the average service time of an OD workers (1=lOD) is greater than
the IBSLA but less than the average total service time for the IH worker
(E½WM=G=K � þ 1=lIH), the firm posts the tasks in the OD marketplace for a maximum
price (Pmax

OD ) equal to Pmax
OD ¼ ðE½WM=G=K � þ 1=lIH � 1=l

OD
Þ d.

Fig. 2. Illustrative example for Proposition 1.
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In this case (Proposition 1b) the maximum payment price is proportional to the
potential time savings due to the use of an OD worker instead of an IH worker.
However, maximum payment price decreases with increase in 1=l

OD
because the

service time of the OD worker also exceeds IBSLA. Illustrated in Fig. 2.

Proposition 1c. The firm does not find it optimal to post the tasks to the ODmarketplace
if the average total service time for the IH worker is less than the IBSLA or the time taken
by the OD worker is greater than the total service time taken by the IH worker.

The above result follows from the fact that the OD market place is only useful under
conditions when the IH workforce exceeds IBSLA and service times higher than those
available in the OD market place.

Proposition 2. The service times of participating OD workers is in the range lOD 2
lmin;lmax;

� �
where, lmin; and l

0
OD

are solutions to ðE½WM=G=K � þ 1=lIH � IBSLAÞ d ¼
g ðskt; 1=lmin

OD
Þ � f ðh;w; 1=lmin

OD
Þ and ðE½WM=G=K � þ 1=lIH � 1=l

0
OD
Þ d ¼ g ðskt; 1=l0

OD
Þ

�f ðh;w; 1=l0
OD
Þ, respectively and 1=lmax

OD
¼ Maxð1=l0

OD
; 0Þ:

The intuition for the above result is as follows. If the service time of the OD worker
is smaller than a critical value 1=lmin, then the marginal price of an OD worker makes
the firm less profitable. Conversely, if the time take by the OD worker is greater than
the critical 1=lmax, the firm finds it optimal to use the IH worker since there is no longer
any cost saving from using the OD workforce. This is illustrated in Fig. 3.

5 Firm’s Objective Function

The firm’s objective is to maximize business value by completing service tasks over a
planning horizon (T).

J ¼ ð�R�maxððE½WM=G=K � þ 1=lIH � IBSLAÞ; 0ÞÞdminðkT ;KTlIHÞ � hðPIH ; 1=lIHÞK
þð�R� POD �maxðð1=lOD � IBSLA; 0ÞdÞðkT �minðkT ;KTlIHÞÞ

ð12Þ

Here, �R is the price per unit task and hð1=lIHÞ is the price function for the IH
workforce. From Lemma 1 and Propositions 1 and 2, we can see that optimal price

Fig. 3. Illustrative example for Proposition 2.
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(P�
OD curve) for the OD market place will follow the marginal curve with the firm

extracting all the consumer surplus for 1=lOD 2 1=lmin; 1=lmax½ �.
Hence, the objective can be re-written as,

Max
K;lIH ;lOD

J ¼ Max
K;lIH ;lOD

fð�R�maxðE½WM=G=K � þ 1=lIH � IBSLAÞÞdminðkT ;KTlIHÞ
� hðPIH ; 1=lIHÞK þð�R� ðg ðskt; 1=lODÞ � f ðh;w; 1=lODÞÞ
�maxð1=lOD � IBSLA; 0ÞdðkT �minðkT ;KTlIHÞÞ g ð13Þ

For further analysis we need to assume functional forms for f, g, and h and find the
solution for K* and 1=l�IH .

6 Conclusion

The emergence of on-demand service marketplaces is a relatively new phenomenon. As
the range of services available on such marketplaces increases, organizations could
explore innovative uses of hybrid workforces. This paper addresses this interesting new
work paradigm by presenting a model of service delivery that leverages in-house
workers and on-demand marketplaces. This research in-progress paper has focused on
optimal pricing. Our results illustrate how organizations arrive at optimal prices.
Optimal workforce size and composition (average service time) can be arrived at
analytically. We will present these results at the conference.
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Abstract. As technological advancements facilitate democratization of knowl-
edge, Microblogging platforms are vying to become the premier source of
knowledge and are competing with news outlets. A huge number of messages is
generated on different microblogging platforms. In financial markets,
microblogging websites, such as StockTwits, have become a rich source for
amateur investors, which make them ideal sources for market sentiment analysis.
Indeed, StockTwit has been widely used by researchers for sentiment analytics
and market predictions. However, the quality of the sentiment analysis is highly
dependent on the machine learning classifiers used as well as the preprocessing of
data. In this study, we compare the performance efficiency of different machine
learning classifiers on the user-generated content on StockTwits. We find that
Logistic Regression Classifier performs best in a 2-way classification of Stock-
Twits data. Our results report better classification accuracy than a similar research
using data from Twitter. We have discussed managerial implications of our
results.

Keywords: Social media � Microblogging machine � Learning sentiment
analysis � User-generated content � Stock market

1 Introduction

Social media, especially microblogging services are becoming popular sources of
information in almost all domains. For example, millions of Tweets are generated on
Twitter everyday. Users create, share and discuss information on various topics, from
personal life, and healthcare problems to societal issues and politics. Financial analysis
and investment strategies, which used to be the limited to domain experts, is now
provided by retail investors on social media [1]. The quality of information available on
social media platforms is comparable to expert opinions. In fact, many studies have
established connections between sentiments on social media platforms and market
returns [1–3]. Many studies have analyzed tweets from Twitter but since Twitter covers
a very broad range of topics, it’s difficult to filter and choose the right Tweets con-
centrating on the desired topic. We argue that domain specific microblogging plat-
forms, such as StockTwits for stock market provide a better data source to study
discussions and analyze market sentiments.
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In recent years, researchers have shown the effect of sentiments derived from
microblogging platforms on stock markets [3, 4]. Social media users use microblogging
services to share their opinion about stock markets. This huge amount of data on
microblogging platforms like StockTwits, is a treasure trove for market analysts and
becomes a new market sentiment indicator and competes with the one based on tra-
ditional sources (newspaper, online news media or blogs written by experts). Fur-
thermore, the short length of each message (maximum 140 characters per message) and
the use of cashtags (an identifier like hashtag but starts with ‘$’) make it a less noisy
and easier to analyze. Furthermore, high frequency of content creation by users also
allows analysts to track user behavior at a different level, in real-time, during trading.

Given the untrusted content, it’s very challenging for an average person to process
the huge amount of data and estimate market sentiments. These shortcomings can be
addressed by using machine learning techniques. There has been increasing interest in
stock market predictions using various machine learning techniques. Different machine
learning algorithms have been used to classify messages into different sentiment
groups. However, we are yet to understand classification efficiency of these algorithms
for analysing messages from a microblogging platform. In this research, we compare
the classification performance of different classifiers used for classifying posts on a
microblogging platform StockTwits.

Section 2 reviews the related literature on feature selection and sentiment analysis
methods. Section 3 describes the data used in this research. Section 4 explains the
machine learning classifiers used in this research. Section 5 presents the results. We
conclude with a discussion in Sect. 6.

2 Literature Review

In literature, many approaches have been used to conduct sentiment analysis in social
media.

Researchers have used various pre-defined dictionaries and machine learning
classifiers to extract user sentiments from social media messages and articles in dif-
ferent context. To deal with this issue, Loughran and McDonald [5] compared the four
most widely used dictionaries, which are Henry [6], Harvard’s General Inquirer (GI),
DICTION, and L&M [7]. Each dictionary has its expertise, but the L&M is better than
the rest three dictionaries in financial context for the following two reasons. First, the
L&M dictionary does not miss common positive and negative words, which makes it
more comprehensive than the rest. Second, the L&M dictionary was created for
financial context analysis. It has been shown that L&M does really poor in short
message classification in comparison with machine learning classifiers [8]. Thus, we
will only compare machine-learning classifiers in this study.

Regarding the state of the art for machine learning classification in financial mar-
kets, Antweiler and Frank [9] came up with a novel idea to compute bullishness index
using computational linguistics method and showed that stock messages can predict
market volatility. Bollen et al. [4] measured collective mood state in term of two states
(positive vs negative) and 6 dimension (Cal, Alert, Sure, Vital, Kind and Happy) from
Twitter data using OpinionFinder and Google Profile of Mood States, and found an

The Performance Evaluation of Machine Learning Classifiers 75



accuracy of 86.7% in predicting the directional changes in the closing price of Dow
Jones Industrial Average. Sprenger et al. [10] collected Twitter messages containing
cashtags of S&P 100 companies and classified each message using Naïve Bayes
(NB) trained with a set of 2,500 tweets. Results demonstrated that bullishness index is
correlated with the abnormal return and message volume is associated with trading
volume. Oh and Sheng [2] collected data from StockTwits for three months. The
messages were classified by a bag of words approach which applied a machine learning
algorithm J48 classifiers. They argued that the sentiments appear to have strong
forecasting power over the future market directions. Tirunillai and Tellis [11] collected
data from consumer reviews and classified the reviews using NB and Support Vector
Machine (SVM). Results showed that negative UGC has a significant negative effect on
abnormal returns with a short “wear-in” and long “wear-out” effects, positive UGC has
no significant effect on these metrics. Oliveira et al. [12] collected data from Stock-
Twits for 605 trading days. Messages were counted as “bullish” if they contain the
words “bullish”, same logic was applied to messages containing “bearish” words. In
contrast with previous studies, they found no evidence of return predictability using
sentiment indicators, and of the information content of posting volume for forecasting
volatility. Leung and Ton [3] collected 2.5 million messages from Hotcopper (the
biggest Australian stock discussion forum). The messages were classified using NB
with a manually classified training set of 10,000 messages. They found that the number
of board messages and message sentiment significantly and positively relate to the
contemporaneous returns of underperforming (low ROE, EBIT margin, EPS) small
capitalization stocks with high market growth potential.

The goal of this paper is to overcome the limitation of previous studies. Prior
studies have used varied machine learning classifiers, but no comprehensive compar-
ison has been made between different classifiers. Also, the nature of microblogging
(short in length, use of slangs and typo errors) calls for sophisticated pre-processing
before the messages could be fed to machine learning algorithms. Finally, many
metadata from messages could be used to increase the performance of these algorithms.

3 Data

We have focused on top ten US stocks based on market capitalization: Apple (AAPL),
Alphabet (GOOG, GOOGL), Microsoft (MSFT), Amazon (AMZN), Berkshire
Hathaway (BRK.A, BRK.B), Exxon Mobil (XOM), Facebook (FB), Johnson &
Johnson (JNJ), General Electric (GE), Wells Fargo (WFC). For each stock, we have
collected messages posted on StockTwits from January 01, 2016 to June 31, 2016. We
have randomly selected 20,000 tweets for this research.

StockTwits (http://stocktwits.com/) was selected as our data source for this study.
StockTwits is a social media platform designed for sharing ideas between various
stakeholders, such as, investors, traders and entrepreneurs, etc., and it is a popular plat-
form, which had 230,000 active users in June 2013. Messages are limited to 140 char-
acters butmay contain links, charts or even video, similar to Twitter. However, in contrast
to Twitter, StockTwits only focuses on the stock market and stock investment, which
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makes it a less noisy data source than other general microblogging services, such as
Twitter. Each message contains at least one $cashtag (i.e., $AAPL, $AMZN, $GOOG).
Since September 2012, users are able to disclose their sentiment for each message (post)
as “Bullish” or “Bearish”. Since this data contains self-disclosed sentiments, it can be
used to test machine-learning algorithms, without manual classification.

3.1 Pre-processing of Data

To remove noise from messages, We have pre-processed all the messages (Agarwal
et al. [13]) as following: (1) replace all URLs with a tag ||U||, (2) replace all targets (e.g.
“@Sam”) and all cashtags (e.g. “$AAPL”) with tag ||T|| (3) replace all negations (e.g.
not, no, never, n’t, cannot) with notation “NOT”, and (4) replace a sequence of repeated
characters by three characters, for instance, convert goooood to good.

Afterwards, we have processed the tweets using natural language processing tools:
(1) use Stanford tokenizer [14] to tokenize the tweets. (2) use a port-of-speech tagger to
process tokenized message and attach a part of speech tag to each word. (3) use the
stopword list in Python NLTK to identify and remove stopwords from each message.
(4) punctuations are also removed from messages. (5) Then we use WordNet [15] to
find English words. (6) get the stem of each word using Porter stemmer.

3.2 Prior Polarity Scoring

We based some of our features on the prior polarity of words [13]. In this case,
Dictionary of Affect in Language (DAL) is used and extended by WordNet. DAL
contains about 8000 English words with a pleasantness score between 1 to −3 (negative
to positive) for each word. We normalise the scores by dividing all the scores by 3.
Words with polarity less than 0.5 are treated as negative, while words with polarity
higher than 0.8 are treated as positive and the rest is treated as neutral. When a word is
not found in the DAL dictionary, all synonyms are retrieved from WordNet. We then
search for each of the synonyms in DAL. If any synonym is from DAL, the same
pleasantness score of the original word in DAL is assigned to its synonym. If none of
the synonyms appears in DAL, then the word is not linked with any prior polarity.

3.3 Features

Following Agarwal et al. [13], the features that we use could be divided into four
classes: first, a list of words from the training set, and the occurrence of these words for
each tweet as Boolean values. Second, counts of primary features, which result in a
natural number (2 N). Third, features whose value is a real number (2 R). Fourth,
features whose values are Boolean (2 B). Each of these general classes is further
divided into two subclasses: Polar features VS Non-polar features. We classify a
feature as polar if we find it prior polarity by searching DAL (extended by WordNet).
All the other features, which do not have any prior polarity fall in the Non-polar
category. Finally, Each of Polar and Non-polar features are divided into two subclasses:
POS and Other. POS is features which are parts-of-speech (POS) of words, with types
of JJ (Adjective), RB (Adverb), VB (Verb), NN (Noun).
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Same as Agarwal et al. [13], row f1 belongs to class Polar POS and is the count of
the number of positive and negative POS in messages. f2, f3, f4 all belongs to class
Polar Other. f2 is the number of negation words and positive and negative prior
polarity. f3 is the number of (±) hashtags, capitalised words, and words with excla-
mation marks. f4 belongs to Non-polar POS and is the number of different part of
speech tags. f5, f6 belong to Non-polar Other. f5 is other words without polarity; f6 is
the number of hashtags, URLS, targets and cashtags. f7 belongs to Polar POS and is the
sum of prior polarity scores of words with POS of JJ, RB, VB, and NN. f8 belongs to
Polar Other and is the sum of prior polarity scores of all words. f9 refers to class
Non-Polar Other and is the percentage of tweets that is capitalised. Finally, f10 belongs
to class Non-Polar Other and is the presence of exclamation and presence of capitalised
words. The descriptions are shown in Table 1.

4 Machine Learning Models

In this research, we use three different classifiers: Naïve Bayes (NB), Logistic
Regression (LR), and Support Vector Machine (SVM). We choose these three clas-
sifiers, as NB and SVM are two most widely used classifiers in the social media
sentiment analytics in a financial context and LR is a good approach for 2-way clas-
sification (classify dataset into two groups), while has not been explored in comparison
with other two classifiers in the social media sentiment analytics in a financial context.
Each classifier is tested using a 10-fold cross-validation, which is a common practice
with machine-learning classifiers. For Naïve Bayes, we use Multinomial NB and
Bernoulli NB. For SVM, we use three different kernels, which are linear, poly, and rbf
kernels.

4.1 Naïve Bayes

NB is based on Bayes’ theorem with the naïve assumption of independence between
every pair of features. Given C stands for a class and W1 to Wn are the feature vector,
Bayes’ theorem states the following:

Table 1. Summary statistics.

N Polar POS # of (±) POS (JJ, RB, VB, NN) f1
Other # of negation words, positive words, negative words f2

# of (±) hashtags, capitalised words, exclamation words f3
Non-polar POS # of POS (JJ, RB, VB, NN) f4

Other # of words without prior polarity f5
# of hashtags, URLs, targets, cashtags f6

P Polar POS For POS,
P

prior polarity score of words that POS f7
Other

P
prior polarity scores of all words f8

Non-polar Other Percentage of capitalised text f9
B Non-polar Other Exclamation, capitalised text f10
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P C W1; . . .;Wnjð Þ ¼ P Cð ÞP W1; . . .;WnjCð Þ
P W1; . . .;Wnð Þ ð1Þ

The Naïve assumption gives that:

P W1; . . .;Wn Cjð Þ ¼
Yn

i¼1
P Wi Cjð Þ ð2Þ

The relationship of Eq. 1 is then simplified to:

P CjW1; . . .;Wnð Þ ¼ P Cð ÞQn
i¼1 P WijCð Þ

P W1; . . .;Wnð Þ ð3Þ

As P W1; . . .;Wnð Þ is always a constant value given the input (W1 to Wn), we can
apply the following classification rule:

P CjW1; . . .;Wnð Þ / P Cð Þ
Yn

i¼1
P WijCð Þ ð4Þ

Finally, the classification with the highest posterior probability is chosen.

Ĉ ¼ argmaxP Cð Þ
Yn

i¼1
P WijCð Þ ð5Þ

The main difference between NB classifiers is the assumptions that they make
regarding the distribution of P Wi Cjð Þ.

Multinomial NB uses the NB algorithm for multinomial distributed data. P Wi Cjð Þ
is estimated by a smoothed version of maximum likelihood:

P Wi Cjð Þ ¼ NCi þ a
NC þ an

ð6Þ

where NCi is total number of times feature Wi falls in a sample of class C in the training
set, and NC is the total number of all features for class C. a is the smoothing parameter
and prevent zero probabilities.

Bernoulli NB uses the NB classifier for multivariate Bernoulli distributed data. The
decision rule for Bernoulli NB is based on:

P Wi Cjð Þ ¼ P i Cjð ÞWi þð1� Pði Cj ÞÞ 1�Wið Þ ð7Þ

Which penalised the non-occurrence of a feature i that is an indicator for class C.

4.2 Logistic Regression

The logistic function r(t) is defined as follows:

r tð Þ ¼ 1
1þ e�t

ð8Þ
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Let’s presume that t is a function of the independent variables ðW1; . . .;WnÞ, where:

t ¼ f W1; . . .;Wnð Þ ð9Þ

And the logistic function could be written as:

F W1; . . .;Wnð Þ ¼ 1
1þ e�f W1;...;Wnð Þ ð10Þ

F(x) is described as the probability of the dependent variable (C) is a “Bullish” or
“Bearish”.

4.3 Support Vector Machine

SVMs are a group of supervised learning algorithms widely used for classification. To
have an overview of SVMs, SVMs provide a separation boundary (linear or non-linear)
in the dataset. Let us consider a training set with n observations (xi). Each of the
observations is a p-dimensional vector of features. Each training set has a self-disclosed
label (yi) in this research. Then a hyperplane or a hypersurface is constructed that could
separate the training dataset with respect to the labels. To balance the problem of
over-fitting and under-fitting, a parameter is introduced into the model: penalty
parameter C of the error term. The lower your C value, the smoother and more gen-
eralised your decision boundary is going to be. But if you have a large C value, the
classifier will attempt to do whatever is in its power to perfectly separate each sample to
correctly classify it.

Kernels methods enable SVMs to be functional in a higher dimensional, implicit
feature space, without calculating the coordinates of data in that space, but rather by
calculating the inner products between all pairs of data.

4.4 Measures

We measure the accuracy, precision, recall and F1 measures for all the classifiers.

Accuracy ¼ tpþ tn
tpþ tnþ fpþ fn

ð11Þ

Precision ¼ tp
tpþ fp

ð12Þ

Recall ¼ tp
tpþ fn

ð13Þ

F1 ¼ 2 � Precision � Recall
PrecisionþRecall

ð14Þ

where tp is true positive, tn is true negative, fp is false positive, and fn is false negative.
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5 Results

We use 20,000 messages for this research. Each message has a self-disclosed senti-
ment, which is “Bullish” or “Bearish”. This provides good training sets as well testing
sets for the classifiers. We do a 10-cross validations for this study. The original dataset
is partitioned in 10 equal size subsamples. In the ten subsamples, a single subsample is
used as the testing dataset, while the rest nine subsamples are used as the training set.
Then we report the average accuracy, precision, recall, and F1 measure for all the
experiments with different size of data. Figure 1 shows the learning curve for the 2-way
classification. “MNB” is Multinomial NB, “BNB” is Bernoulli NB, “LR” is Logistic
Regression, “LSVC” is Linear SVM, “SVC_poly” is SVM using poly kernel, and
“SVC_rbf” is SVM using radial basis function kernel.

It is clear that Logistic Regression Classifier outperforms all the other classifiers in
this 2-way classification. However, Logistic Regression is not widely used in the
classification of messages from social media in literature. In this case, we encourage
researchers to use more classifiers and compare the accuracy of the classifiers, instead
of only focusing on one or two classifiers with one kind of kernel. Figure 1 also shows
that there is a quite sharp increase in accuracy when the size of dataset moves over
7,500. Thus, we encourage researchers to use a training set of more than 7500 to have a
good accuracy in classification.

Overall accuracy, precision, recall and F-Measure are summarised in Fig. 2. There
is a trade-off between recall and precision. Thus researchers have used F-Measure to
determine which method is superior to others. Logistic Regression classifier has the
highest value for accuracy (0.844) and F-Measure (0.901). This means that LR

Fig. 1. Learning curve
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out-performs other classifiers in the social media sentiment analytics in a financial
context. We also notice that SVMs with poly and rbf kernel have a recall of value 1 and
the lowest precision among all the classifiers. This means that these two classifiers have
no false negative classification and have a great amount of false positive classification,
which makes these two classifiers have really poor performance.

Previous research on Twitter has used SVM to classify tweets from Twitter into two
sentiment groups and got an accuracy of 75.39%. They streamed the data in real-time.
No language, location or any other kind of restriction was made during the streaming
process. Tweets in foreign languages are converted it into English using Google
translate before the annotation process. They manually annotated 11,875 tweets. In
comparison, our research comes up with an accuracy of 81.9% using Linear SVM, with
a dataset of 10,000 tweets. Using almost the same method (unigram and metadata
features), the accuracy for StockTwits outperform Twitter. The reasons could be:
(1) StocksTwits is focusing on the financial market, which has less noise. (2) There is a
great portion of users in StockTwits who are investors or traders. These people use
more formal and accurate words than average users in Twitter. In this case, StockTwits
is considered as a better data source to conduct sentiment analysis, especially in a
financial context.

6 Conclusion

In this study, we achieve the following: First, we find that among the three classifiers,
Logistic Regression performs the best in classifying messages on StockTwits. Though
prior research studies analyzing financial microblogging services have been using NB

Fig. 2. Learning curve
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or SVM, we report a superior performance of Logistic Regression in this environment.
Second, we get a better accuracy using messages from StockTwits than from Twitter as
a data source. When we want to find the correlation between social media sentiment
and stock market variables, we want to include as many messages from social media
platforms as we could. This gives rise to the need to classify all messages (with or
without a self-disclosed sentiment) from a social media platform. Thus, we posit that
StockTwits could be a better data source than Twitter to analyze sentiments in financial
markets.
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Abstract. This paper aims to investigate whether and how the introduction of a
new product impacts the consumer behaviors on the C2C marketplace. We take
iPhone preannouncement and launch as a case to examine whether there is the
cannibalization effect on existing Apple iPod product and Microsoft Zune on
eBay. Difference-in-Differences (DID) Model is applied as the main econo-
metrical analysis methods in this empirical study. We collected all the bidding
records from December 10th 2006 to August 20th 2007 (including the date of
iPhone preannouncement January 9th 2007 and its launching into the market
June 29th 2007) for DID analysis. Our analysis results show that new product
introduction cannibalizes the other existing products of the same firm; the
preannouncement and the launching of new product both promote the occur-
rence of cannibalization; specifically, new product cannibalizes the most recent
version of existing products more significantly than others.

Keywords: Difference-in-differences model � Cannibalization � New product
preannouncement � New product launch � C2C marketplace

1 Introduction

Online shopping has been the most popular way in daily purchase for consumers due to
the significant reduction of search costs (Bakos 1997). Electronic auction, especially
online C2C auction market, has exerted a significance influence on people’s purchase
behavior by its unique way. Online C2C platforms, such as eBay, Amazon, have
gained extensive attention from researchers. Although much research about the online
auction market contributes to this research field, there has been little effort on the effects
of the introduction of new product on the online auction market. In this study, we are
interested in explore whether and how a new product introduction would influence
consumer behaviors of online C2C marketplace.

Innovation, the process of bringing new products to market, is one of the most
important issues for firms and researchers alike (Hauser et al. 2006). We take the
innovative iPhone’s preannouncement and launch as a case to examine the influence of
new product to the existing products at online C2C marketplace in our paper. On
January 9th 2007, Steve Jobs announced on the launch event that Apple is introducing
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a new revolutionary product including three separate devices such as a widescreen iPod
with touch controls. It was the earliest version what we call iPhone. The appearance of
iPhone changed the whole mobile communication industry, and led to huge responses
among consumers.

Specifically, the research questions of this paper are: How does the introduction, the
preannouncement and official launch, of a new product impacts the consumer behaviors
on existing product on the C2C marketplace? How does the new product introduction
impact the products from the same firm and from the rival firm differently?

2 Related Literature and Research Hypotheses

2.1 Literature Review

New Product Preannouncement
The original research about the preannouncement of new product starts from the signal
theory in economics, and many researchers held that preannouncement is one form of
market signals. Porter (1980) classified the market signals into two types: prean-
nouncements of market actions and market actions themselves. Preannouncements is
intended to convey information or to gain information from competitors, defined as
competitive signal to declare the intention and commitment of the new product of firm.
Preannouncements may be directed to one or more audiences, such as customers or end
consumers, competitors, shareholders, or distributors (Heil and Robertson 1991).
Eliashberg and Robertson (1988) and Robertson (1995) defined “preannouncement” as
a formal, deliberate communication before a firm actually undertakes a particular
marketing action such as a price change, a new advertising campaign, or a product line
change. The preannouncing behavior pertains to new products or services (excluding
flankers or line extensions). They suggested that preannouncement behavior is moti-
vated when the new products involve higher customer switching cost, the prean-
nouncing firms have no market dominance, preannouncing firms are smaller, and the
competitive environment is less combative (Thorbjornsen et al. 2016). Robin and
Moore (1989) suggested that the purpose of preannouncement is to arouse the con-
sumers’ curiosities and interest and then provide demand motivation.

New product introduction may create opportunities for product differentiation and
competitive advantage and can have a positive impact on the firm’s value that prean-
nounced a new product (Kleinschmidt and Cooper 1991). New product introductions
have positive effects on the market value of the announcing firms (Chen and Ho 1997).
For many firms, it is beneficial to communicate their development activities to internal
and external audiences in advance of a new product introduction (Lilly and Waiters
1997). Announcing the future availability of new products is widely practiced (e.g.,
Singh 1997). The value of a new product preannouncement was the greatest for the most
technologically based industries such as computers and electrical equipment and
appliances. Thus, continued emphasis on new products should positively affect the
value of firms in these industries (Chaney et al. 1991). Researchers always focused on
the introduction effect on competitors because many firms take advantage of new
product preannouncement as a competition strategy against rivals even some firms
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utilize it just as a “vaporware” intentionally to mislead and confuse their opponents
(Bayus et al. 2001). Mahajan et al. (1993) found that the effects of new product pre-
announcements on the competitors depend on the interaction of the following two
effects: the market expansion effect and the market substitution effect. The competitive
and aggressive reaction of incumbent depends on the perceived hostility and credibility
of new product preannouncement signal (Robertson et al. 2005).

Cannibalization Effect
Past researchers had paid little attention to the impacts of new product preannounce-
ment on earlier versions or other existing products of the same firm. Instead, it has been
widely discussed that the launch of new product significantly affects the price and sales
of the existing products of the same firm when the consumers become aware of it. This
phenomenon is called as cannibalization. This study is investigating whether the pre-
announcement of new product has the analogous effect of cannibalization on existing
products on the C2C marketplace before it has officially launched on the market.

In general, the effect of cannibalization means the competition among the products
existing in a same market segments. Actually, cannibalization is an extremely impor-
tant concept in marketing, which has attracted wide attention of researchers on mar-
keting. Copulsky (1976) first proposed the conception: Cannibalism in the Marketplace
by analyzing the competition among General Foods’s new products and older products.
Mazumdar et al. (1996) suggested that the cannibalization occurs when two or more
products of a firm compete and take away each other’s sales in a given product-market,
especially when the firm is pushing a new product into the market. Cannibalization
refers to a reduction in the market share of one product as a result of the introduction of
a new product by the same producer (Cheng and Peng 2012).

In today’s markets, almost all firms are affected by cannibalization because a
majority of new products are minor modifications or line extensions of existing
products (Mason and Milne 1994). Cannibalization was typically viewed as a phe-
nomenon having an adverse impact on corporate performance (Traylor 1986). Yet,
many firms routinely and consciously develop and introduce new products that can-
nibalize existing products (Mazumdar et al. 1996).

In early literature on cannibalization effect, researchers who studied this phe-
nomenon developed a model that considers the impact on the incremental costs and the
incremental revenues from line extensions (Ramdas and Sawhney 2001). Ramdas and
Sawhney (2001) pointed out that cannibalization is estimated indirectly by first esti-
mating consumer utility for a new product via part-worth utility functions over a few
product attributes, and then using these to estimate cannibalization. This indirect
approach has limitations when some product dimensions, such as aesthetics and so on,
cannot be adequately described by a few objective attributes (Srinivasan et al. 1997).
To overcome this problem they measured pair-wise cannibalization between prototypes
directly, without relying on a decompositional approach to estimate consumer utility.
This procedure was simpler than the conjoint measurement procedure, and was more
valid for products with a high aesthetic dimension. Dahan and Srinivasan (1998) used
prototypes in conjoint concept selection, but they do not incorporate costs.
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Prior work of new product introductions used individual consumer attitudinal or
behavioral data to estimate the cannibalization effect on existing product sales (Urban
and Hauser 1993). Diffusion models was used to estimate the extent of cannibalization
due to the firm’s or the competitors’ product introductions (Bass 1969). Peterson and
Mahajan (1978), Sharma and Buzzell (1993) examined the simultaneous diffusion of
multiple innovations, in which the diffusion of a later innovation can substitute for the
diffusion of an earlier one. Norton and Bass (1987), extending the Bass model,
examined the displacement of preceding generations of a high-technology product
(complete cannibalization) by a new generation of the existing products.

Since few published work exists to determine empirically cannibalization effects
from aggregate sales data, a conceptual framework for assessing an extension’s can-
nibalization or expansion of parent brand sales was presented by Reddy et al. (1994).
A simple approach was the use of a dummy variable regression, which would provide
an estimate of the effect as a constant shift in the intercept term. Another approach was
to use intervention analysis (Box and Tiao 1975). The advantage of intervention
analysis over a dummy variable method is that one could specify nonlinear effects of
the intervention as opposed to simple step function.

With the deepening of the study on the question, the empirical literature of mar-
keting on cannibalization effect of new product launch is particularly rich. Heerde et al.
(2010) aimed at the cannibalization effects both within focal category and across cat-
egories based on the data from automotive industry. Some researchers separated the
cannibalization effect and market stealing effect and set them in opposite. Haynes et al.
(2014) suggested that the cannibalization effect is quite obvious for an own product
introduction, particularly if the newcomer exhibits vertical superiority over the existing
product, while the largest market stealing impact is from the introduction of newer rival
brands.

From another perspective, Samiee et al. (2014) explored a new form of cannibal-
ization as a strategic choice named intentional cannibalization, considering that the
deliberate cannibalization of products in favor of new innovations is a subtle marketing
practice that is common among firms that want to combat existing or potential com-
petitive threat.

However, few empirical literature focus on the relationship between new product
preannouncement and the cannibalization effect, although the researchers studying the
preannouncement effect realized that the new product preannouncement may lead to
the cannibalization and affect the existing products in the market long time ago. Some
research pointed out that the new product preannouncement will carry the risk of
cannibalization, after the preannouncement, firms’ existing products are no longer
considered new, and some customers choose to wait for the future product. This
purchase-freezing behavior may potentially reduce the sales in the product category.
The larger the preannouncing firm’s existing market share is, the higher the canni-
balization will be. Risks are costly in most signaling behavior (Eliashberg and
Robertson 1988; Su and Rao 2007). Wu et al. (2004) suggested that the firms introduce
new product beyond preannounced deadlines due to some factors, the increased delay
in introduction of preannounced new product is positively associated with likelihood of
cannibalization.
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2.2 Research Hypotheses

In this study, we focus on its influence brought on the online consumer behavior. Lilly
and Walter (1997) pointed out that preannouncement can delay recent purchases to wait
for the new product available. Once upon the preannouncement of new product, the
consumers who have an intention to update their product will not spend too much
resource and money to the existing products on the market. Due to the reduction of the
switching cost, the entry barrier is about to be eliminated. At the meantime, the pre-
announcement urges the consumers to search information of new product and its
complements and reserve the budget for the new version (Lilly and Waiters 1997).
Preannouncement may harm the sales of the firm’s existing products, commonly
referred to as the cannibalization effect. Some current customers may choose to stop
purchasing the existing product and wait for the future product, reflected in either the
pent-up demand or the prelaunch order for the new product (Su and Rao 2010).

Based on the sufficient and supporting theories above, we propose the following
hypotheses rationally and logically: The new product preannouncement and launch
leads to the cannibalization effects on the existing product on the C2C marketplace.

H1: The preannouncement and launch of new product lead to decreased winning
price of products from the same firm and products from the rival firm on the C2C
marketplace.
H2A: The preannouncement of new product impacts the product from the same firm
more significantly, i.e., the winning price of the product from the same firm
decreased more after the new product preannouncement.
H2B: The launch of new product impacts the product from the same firm more
significantly, i.e., the winning price of the product from the rival firm decreased
more after the new product launch.

3 Research Model and Data Collection

We apply Difference-in-differences (DID) model to analyze effects of new product
preannouncement and new product launch. We use Apple iPhone as the context and
examine how its preannouncement and launch influence other existing Apple products
and its complementary product on the market.

DID is widely used to evaluate the impact of policy. Researchers usually measure
the treatment effects such as changes in medical research by DID. It is also popular in
evaluating the result of policy or public interventions in economics (Qin and Zhang
2008). In marketing research, DID could be applied to evaluate the impact of market
actions such as new product preannouncement, new product launch, etc. We applied
DID model to explore whether the cannibalization effect exists between iPhone and
iPod and treated the preannouncement event as a policy.

In DID estimation, the change in outcomes in the treated group pre- and
post-treatment is compared with the change in outcomes over the same time period for
a control group which did not receive the treatment. In this study, we regarded the
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introduction of a new breakthrough product iPhone as a strong treatment. We estimated
the impact of the introduction of iPhone on differences in the price in control group and
the treated group before and after the introduction of the new product.

3.1 Data Set

Suitable data sets for the estimation of the model specified above require a number of
features. First, they must have a panel or matched cross-section element of at least two
time periods: the model estimates the effect of cannibalization as a function of the
introduction at time t*. Second, they must provide information of the sales, such as the
winning bid price of the product and auction ending date and time. Third, they need to
be part of a series: there must be observations for which the time interval straddles the
introduction of the new product on June 26 2007. Fourth, they must provide infor-
mation on other factors that might influence the effect, such as the shipping cost,
duration of the auction and the number of bids attracted and so on. Finally, they must
provide reasonably large samples of individuals.

The construction of the DID model needs adequate cell sizes of individuals. We
obtained the appropriate data from eBay platform, including enough auction infor-
mation of many kinds of digital product from December 10th 2006 to August 20th
2007 including the date of new product preannouncement (January 9th 2007) and
launching into the market (June 29th 2007).

To test the cannibalization effect working to the products from the same firm and
from the rival firm, we selected Microsoft Zune and Apple iPod Nano2. The two
devices both are MP3 player with same functions and similar prices so that they are
suitable to be selected as the research objects.

3.2 Econometric Model

The DID estimator controls both the group-specific and time-specific effects (Blundell
and Dias 2001). This approach is only possible because of the quasi-experiment in which
the treated group is affected by the launch, whereas the control group is not. For example,
if we only had the bidding information of the treated group before and after the intro-
duction, wewould not determinewhether any change results from of the new introduction
or from other reasons; similarly, if we only had the information of after the change, we
would not be able to tell whether any difference between the treated and control groupwas
due to the introduction or due to some other unobserved difference. Since we had access
to the auction data before and after the introduction of the new product and in two
products, we were able to estimate the impact of the cannibalization alone.

Suppose that the effect is introduced at a point in time t*, and that for observations
prior to t* no new product is in the market, define t is a time variable if the goods was
sold before t* taking the value 1 (if after t* taking 2). Considering two groups of
individuals, suppose those in group Gt ¼ 1 (if i belongs to the “treatment” group) are
directly affected by iPhone release, while those which are 2 GB in group Gt ¼ 0 (if i is
belong to the “control” group) are not affected by iPhone introduction. The following
linear model is specified for the winning bid price:
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yit ¼ b0 þ b1Gi � Dt þ b2Dt þ b3Gi þ eit

where b0 is constant term, Gt is a dummy variable for the treatment group (or the control
group), b2 shows how the price of the product changes if there is no introduction of new
product, b3 is used to measure the difference between control group and treatment group
without affecting by time effect andDt is a dummy variable taking the value 1 (if t = 2, if
not taking the value 0), the interaction term Gt � Dt is the effect we need. This is a simple
difference-in-differences estimator given by double differencing model. Consider the
case of two time periods: before and after the release of iPhone. The OLS estimator
of b1 is given by differencing across these two groups and two time periods:
f½ytreat;2 � ytreat;1� � ½ycontrol;2 � ycontrol;1�g, where yit is the winning bid price on eBay.

This specification assumes that in the absence of the new product the difference in
price between the two groups is the same in each time period, or equivalently that the
changing tendency of price over time is the same for each group. This is the first key
identifying assumption and will be returned to below. The potential problem with this
assumption is that even in the absence of the new iPhone release, the changing ten-
dency of price may evolve differently in the different groups. The second key identi-
fying assumption is that the release does not alter the price in the control group
(Gt ¼ 0Þ.

In order to estimate the cannibalization effect of the new introduction, we utilized
the adjusted difference-in-differences estimate, so the model could be extended to:

yit ¼ b0 þ b1Gi � Dt þ b2Dt þ b3Gi þ c1durationþ c2nobiþ c3pofbþ eitshcoþ eit

Where the duration is the time between the beginning and the ending of one
auction, the nobi is the number of bids attracted of the product, the pofb is the per-
centage of seller’s positive feedback and the shco is the Shipping cost.

4 Empirical Results

In order to test how the new product introduction impacts the products from the same
firm and from the rival firm differently. We used the same method and step to analyze
the cannibalization effect of the new product preannouncement and launch. We selected
two kinds of product-Zune made by Microsoft and iPod Nano2 made by Apple
expecting to find some new findings. We defined the iPod Nano2 as the treated group
and the Microsoft Zune as the control group (Table 1).

From Table 2 we observed the first difference for these two groups on the two
stages respectively. We found the change of winning price for the Zune are $−17.34 on
the preannouncement stage. The corresponding first differences for the iPod Nano2 are
$−21.78. This shows that the average winning price declined more for iPod Nano2
because of the influence of new product preannouncement. But on the launch stage, a
different and interesting results are presented, the first difference of the winning price of
the Zune is $−3.72, while the iPod Nano2 almost no change. It seems to indicate that
Zune was affected more seriously because of the new product launch into the market.
As for the authenticity of this result, we need to test the DID model results.
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Table 3 presents the results for the cannibalization effect of new product between
the product from the same firm and the product from the rival firm. The key coefficient
b1 (−3.279***) is significant and negative on the preannouncement, indicating that
there was an overall decrease in price in iPod Nano2 (the treated group) following these
months as compared to the Zune (the control group).

This decrease in price shows the effect of new product preannouncement on the
product from the same firm is greater. But on the launch stage, the coefficient b1 is
significant and positive, indicating that the product from the rival firm decreased more

Table 1. Descriptive statistics of iPod Nano2&Zune on the two stages

Stage Product Before/after Observations MEAN MAX MIN SD VAR

Preannouncement
(Dec/10/2006–
May/28/2007)

iPod
Nano2

Before 616 133.7759 214.95 85 15.4327 238.1683

After 2346 112.0048 350 24.99 19.17956 367.8557

Zune Before 961 211.2236 329 160 16.83332 283.3605

after 3177 193.8815 310 128.05 16.35455 267.4714

Launch
(May/10/2007–
Jul/29/2007)

iPod
Nano2

Before 1213 110.0446 289 45 20.182 407.3133

After 723 109.9511 259.95 51 21.00603 441.2531

Zune Before 1047 185.7309 305 136.59 19.05204 362.9804

After 751 182.0068 360 75 22.95029 526.7159

Table 2. Mean values and first difference of iPod Nano2&Zune on the two stages

Before preannouncement After preannouncement First difference

Control (Zune) 211.22 193.88 −17.34
Treated (Nano2) 133.78 112.00 −21.78

Before launch After launch First difference
Control (Zune) 185.73 182.01 −3.72
Treated (Nano2) 110.04 109.95 −0.09

Table 3. The DID outcomes of iPod Nano2&Zune

Variables Preannouncement coefficient
(standard error)

Launch coefficient
(standard error)

Dt*Gi (b1) −3.279***(0.983) 3.115**(1.361)
Dt (b2) −18.55***(0.623) −4.174***(1.012)
Gi (b3 ) −77.70***(0.848) −74.65***(0.889)
Duration 0.698***(0.0913) 0.455***(0.131)
Nobi −0.249***(0.0235) −0.359***(0.0338)
Pofb 0.339***(0.0962) 0.394***(0.101)
Shco −0.352***(0.0752) 0.188***(0.0528)
Observations 7,005 3,441
R-squared 0.858 0.789

Robust standard errors in parentheses
***p < 0.01, **p < 0.05, *p < 0.1
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compared to the product from the same firm due to the new product launch. We found
that the coefficient b2 is significant and negative as well, suggesting that if there was no
new product introduction, how the price of the products changes. The significant and
positive coefficient b3 acknowledged us that there was significant difference between
the control group and the treated group for the winning price. The result presented to us
shows that the cannibalization effect of new product launching into the market is exist.
The result of the duration, pofb and shco is same as the first experiment. But the nobi
which is negative shows that the number of bids attracted affected the winning price
negatively. The result presented to us shows that the cannibalization effect of new
product preannouncement and launch is exist and the effect on the different stages are
different between the product from the same firm and from the rival firm. On the
preannouncement, the iPod Nano2 was cannibalized greater by the preannouncement
of iPhone. But on the launch stage the Zune was affected more.

5 Conclusions

In this paper, we investigated the effects of new product cannibalization, in the form of
preannouncement and launching into the market. In doing so, we provided new con-
tributions to understanding how the new product cannibalizes the other existing pro-
duct which belong to the same firm. The result showed two effects: the
preannouncement and the launch of new product both promote the occurrence of
cannibalization.

Difference in differences model was used to analyze the effect of cannibalization
working to the different firm’s products. On the preannouncement stage, the significant
coefficient indicates that the preannouncement of iPhone decreased the price of iPod
more than the Microsoft Zune. The reduction induced by the iPhone have important
operational consequence, mainly arising from the consumers who are enthusiastic
about apple’s product transferred their target to the new product and forgot the previous
product existing in the market. But on the launch stage, we get the completely opposite
result, the negative coefficient shows that the Microsoft Zune decreased more than the
iPod Nano2. When the new product launched into the market and then consumer could
buy the physical good from apple stores. The high-quality iPhone brought consumers
enjoyable experience, meanwhile enhancing the firm’s reputation and word of mouth
and then promoting the consumer loyalty to Apple. The good brand image alleviated
the decreasing trend of iPod so that the Microsoft Zune was defeated at the corporate
level entirely.

In addition, we provided new insights into the mechanism underlying these find-
ings. Under the assumption that consumers who love the brand replace the manufac-
turer’s previous product when she develops a new product, no matter when the new
product is just announced or sold in the market, and that customers change their
purchase decision as they get new information of product, we developed and tested a
model to explain the observed patterns of demand. The model emphasized the infor-
mational role of the introduction; in particular, their ability to provide visceral infor-
mation and to deliver either a full or more limited range of products that can be
sampled.
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Abstract. In this research in progress-paper, we introduce the notion of
‘Electronic Word of Behavior’ (eWOB) to describe the phenomenon of con-
sumers’ product-related behaviors increasingly made observable by online
social environments. We employ Observational Learning theory to conceptu-
alize the notion of eWOB and generate hypotheses about how consumers
influence each other by means of behavior in online social environments. We
present a conceptual framework for categorizing eWOB, and propose a novel
research design for a randomized controlled field experiment. Specifically, the
ongoing experiment aims to analyze how the presence of individual-specific
behavior-based social information in a movie streaming service affects potential
users’ attitude towards and intentions to use the service.
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1 Introduction

The internet and the following digitization of a diverse range of products and services
(i.e. books, music, hotel booking etc.), has significantly increased the observability of
other consumers’ behaviors [7, 16, 17]. Let’s consider music. The move from having a
physical CD collection in one’s home to having a digital collection, open for friends
and connected others to see on the music service Spotify, has vastly expanded the
potential audience for individual consumers’ consumption behaviors within the music
domain. Further, digitization enables that not only is the collection observable to social
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others, but also the more detailed information about consumers’ continuous product use
behaviors such as which albums, artists, songs etc. are most listened to (i.e. most used),
and what’s being listened to right now. Taken together, digitization enables increased
observability of not only consumers’ choices but also for entirely new levels of
observability of consumption behaviors.

Observational Learning (OL) theory [2] predicts that humans can influence each
other by means of behavior. Consequently, usage of products which are easily
observable (e.g. clothes, cell phones), are generally more likely to influence potential
users than products whose use is less observable (e.g. deodorant, shampoo, etc.) [2, 20].
Against this backdrop, the possibility for increasing the observability of products with
hitherto low inherent observability could have major organizational implications and
gives rise to new research questions. Not surprisingly, a growing body of academic
literature across disciplines such as information systems [14, 17, 21], marketing [1, 7,
22] management, and economics [4] have begun investigating how the disclosure of the
past actions of others (i.e. behavior-based information) affects consumers’ future deci-
sions and usage of products.

However, there exists a conceptual as well as an empirical gap in extant research. The
description of what’s being analyzed is often diffuse in its wording, and not consistent
across the literature. Oftentimes, the phenomenon of interest is referred to as “obser-
vational learning information” [7], “action-based social information” [8], or simply
“product information” or “information about other online users’ choices and product
popularity” [11]. Consequently, in this research we introduce the concept of ‘Electronic
Word of Behavior’ (eWOB) defined as “observable, online traces of consumer behav-
ior”, and offer a conceptual framework to categorize different kinds of eWOB. On the
empirical side, themajority of extant research analyzes the impact of either (a) aggregated
behavior-based information incorporated into a product or service (i.e. the impact on
sales when presented with information that “X no. of people have bought this” [11] or
(b) when individual-specific behavior-based information is disclosed on e.g. Facebook
(i.e. messages shared to Facebook that “John just voted” [5] or “John just reached this
level in Game X” [1]. Consequently, there exists a research gap when it comes to study of
the impact of incorporating individual-specific behavior-based information - especially
from friends - into a product or service. In addition to our conceptual contribution to
extant knowledge, we set out to empirically investigate the impact of incorporating
individual-specific behavior-based information into a movie streaming service.

The rest of the paper is organized as follows. First we provide a brief exposition of the
theory of OL that informs the notion of eWOB. Second, we generate hypotheses to test and
compare the effect of behaviors (eWOB) vs. opinions (ElectronicWord ofMouth, eWOM)
on consumer attitudes and decision making when incorporated into an online movie
streaming service. Third and last, we present the research design for a novel randomized
controlled experiment (in progress) incorporating participants’ Facebook data.

2 Theoretical Background and Related Work

2.1 Observational Learning

The theory of OL [2] has been applied in a number of different areas of information
systems research, including analysis of IT adoption in the workplace [10, 13], IT skill
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acquisition [24], and decision-making in B2B markets [14]. OL can be described as
learning which happens as a result of observing the behaviors of others. Basically,
seeing someone perform an action increases the likelihood that an observer will also
perform that action [9]. Because of the capability to learn by observation, humans do
not always need to experience the outcome of actions themselves. Thus, OL relieves
people of the tedious (and sometimes, hazardous) process of learning through trial and
error [4].

OL is sometimes compared and contrasted with the impact of eWOM. For example,
Chen et al. [7] compared the sales effect of positive and negative WOM with
“positive/negative OL information”, and Libai et al. [16] called for more research into
how WOM differ from OL. While we acknowledge the authors’ attempts to separate
opinions and behaviors, we argue that there is a need for further conceptual refinement
of the mechanisms in place here. In the aforementioned examples, WOM and “OL
information” are placed on the same level of analysis, namely as stimuli that potentially
result in sales (or other outcome). We argue that that the concept of OL is not a
stimulus but rather a process outcome. Consequently, we suggest that eWOM should
be compared to eWOB, rather than to OL, and that OL is instead a potential outcome of
eWOB.

2.2 Conceptual Framework for eWOB

Whether analyzed through the theoretical lens of OL or not, a diverse stream of
research has begun investigating the increased observability of consumer behaviors and
its effects. Figure 1 serves as an initial conceptual framework for eWOB (to be further
developed in future research), including examples from extant research within this
domain.

The first axis represents the level of aggregation in the behavioral information dis-
closed. Internet-based vendors such as Amazon often disclose information about the
popularity of specific products, and which products are frequently bought together. Here,
purchase behaviors of many individuals are aggregated when presented to other

Fig. 1. Conceptual framework for eWOB and examples of extant research.
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consumers. Contrary to this, we find services where information about specific indi-
viduals is disclosed. For example, information on Spotify about which songs one’s
connections have listened to. On the other axis, we distinguish between where the
behavioral information is disclosed compared to where it originated. External disclosure
happens when a product is consumed in one place, and a trace of that consumption
behavior is disclosed on another platform. For example, listening to music in Spotify
which generates a story shared to Facebook about this consumption behavior. Or when
voting in an election (an offline “platform”), and claiming a “I just voted” badge on
Facebook. Internal disclosure, on the other hand, happens when information about
usage-behaviors is disclosed within the specific service, where usage took place. Back to
the example of Spotify, internal disclosure is when information about the listening
behaviors of a Spotify user is disclosed within Spotify, observable to other (connected)
users of Spotify. In this paper, we will focus on how internal disclosure of
individual-specific behavior-based information from Facebook friends can affect other
users and potential users in terms of attitude towards a service and intention to use it.

3 Development of Hypotheses

Opinions as well as observable behavior of others are both examples of potential
sources of social influence [12]. Thus, we first hypothesize that:

Hypothesis 1 (H1): The inclusion of social information into a service leads to more
positive attitude towards the service among potential users as well as higher intention
to use the service.

Where “social information” includes both opinion-based and behavior-based
information from social others. Next, drawing on OL theory, we should also expect that
social information about consumers’ behaviors should have an impact, compared to
seeing no social information:

H2: The inclusion of behavior-based social information into a service leads to more
positive attitude towards the service among potential users as well as higher intention
to use the service.

Building upon both OL theory [2] and Social Impact Theory [15], we recognize
that a number of factors influence how effective the observational learning is,
depending on: (1) who the model is (i.e. who performs the behavior) (2) how many
persons perform that behavior, and (3) whether the outcome of the modeled behavior is
observable or not.

Observable Outcome: Behavior vs. Opinions
Bandura [2] argues that the learning effect is amplified when the observant can

observe the consequence(s) of the action. Thus, we expect that opinion-based social
information will have a stronger impact than merely behavior-based, as opinions are
assumed here to be formed on the basis of some prior action (behavior), and opinions
thus reflect both a behavior and its outcome:
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H3: The inclusion of opinion-based social information into a service has a more
positive impact on attitude towards service and intention to use service among
potential users than including behavior-based social information.

This is not to dismiss the potential of including behavior-based social information
in products and services. While the above hypothesis may be proven true, the sheer
amount of actions performed every day might altogether be more effective in
influencing observers than the much smaller amount of actual reviews (observable
outcome), as suggested in prior empirical research [1].

Type: Random vs. Category-specific People
Observing the actions of people who are knowledgeable about a specific topic,

generally has a stronger impact than observing random/unknown people’s behavior
[2, 4, 15]. Consequently, we hypothesize that:

H4: The inclusion of social information from product category-specific influential
friends into a service has a more positive impact on attitude towards service and
intention to use service among potential users than including social information from
random friends.

Number of People
Finally, we expect that observing a certain behavior among many friends will have

greater impact on the individual than observing only one friend [15]. However, eco-
nomic theory predicts that observing the actions of as few as two people can be the
turning point where one starts disregarding own signals and starts following the
behaviors of others [4]. Consequently, we hypothesize that:

H5: Observing the behaviors and opinions of a low number of friends has a more
positive impact on attitude towards service and intention to use service among
potential users than observing no actions or opinions.

Finally, because actions can reflect information to observers [4], observing a high
number of people perform a behavior can lead to the inference among observers, that
the behavior is in some way beneficial or attractive. Consequently, we hypothesize that:

H6: Observing the behaviors and opinions of a high number of friends has a more
positive impact on attitude towards service and intention to use service among
potential users than observing the behaviors or opinions of a low number of friends.

4 Research Design

In order to assess the impact of eWOB, we carried out a randomized controlled field
experiment. The empirical context was an online movie streaming service in Denmark,
more specifically Blockbuster1 (BB). Movie streaming was chosen because of its
socialness, and the online format which enabled integration with Facebook, and BB

1 After the bankruptcy of the American movie rental chain Blockbuster, the rights to the Blockbuster
brand in the Danish market were acquired by Danish telco TDC Group in 2014, and Blockbuster was
re-launched as a movie streaming service.
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proved to be interested in partaking in this research. The experiment was run as a
2 � 2 � 2 factorial design with three independent variables each with two levels
resulting in 8 treatment groups and a control group.

The experiment consisted of an online questionnaire and a website (stimuli). The
experiment was run as post-test only where treatment groups were compared to a
control group, which was exposed to a baseline version of the website without any
integration of social elements.

4.1 Participants and Procedure

The target group for the experiment was potential new users (current non-users), of BB
as we wanted to uncover how the inclusion of social information affected potential new
users’ attitude towards the service as well as their attention to start using it. Recruiting
was done via promoted posts from BB Denmark’s official Facebook page. We used the
Facebook ad system combined with BB’s own database to target users who matched
BB’s definition of potential new customers. Participants were randomly assigned upon
entering the survey to one of eight treatment groups or the control group (Fig. 2).

After clicking the Facebook post, participants were taken to an online survey.
Participants were informed that the survey was run by Facebook and a group of
researchers from a specific, well-known local university, and that the purpose was to get
participants’ opinion about a new version of the website. Participants (except control
group) were also informed that the survey included a request to connect with Facebook.
It was stressed that this was necessary to run the survey, and would only be used for this
particular study, and that the permission would not allow us to post to Facebook on
participants’ behalf nor on the timelines of their friends. Once connected, half of these
groups were shown a list of their Facebook friends and were asked to mark at least 10
friends who they thought had “an interesting movie taste”. Selected friends were
regarded as ‘category-specific influentials’. It was stressed that the friends selected
would not be notified about this selection. The other half of the treatment groups skipped
this step. Next, all groups visited a mock-up version of the BB streaming website. The
site was manipulated in 8 different combinations, cf. Table 1, utilizing Facebook profile
photos of participants’ friends to illustrate friends’ (fictional) use of BB. Participants
were instructed to click around on the site, and as a minimum look at three specific
pages. As such, the task was not far from that facing a potential customer visiting the
website for the first time. Upon that, participants returned to part 2 of the survey, which
included the dependent variables plus a manipulation check for all treatment groups to
uncover whether participants noticed the elements with social information. In addition to

Fig. 2. Experiment flow.
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this, we used tracking software to track participants’mouse movements throughout their
visit on the mockup website2, as mouse movement can be used as a proxy for eye
movement [6].

4.2 Dependent Variables

We measured attitude towards the movie streaming service using an adapted three-item
approach based on existing measures of attitude towards a website [18, 23]. All items
were measured on a 7-point Likert-style scale. As BB is a pay-per-view service,
intention to start using the service (our second dependent variable) can be viewed as a
purchase intention (PI). PI was measured using four items, all on a 7-point scale, and
adapted from existing literature [3, 19].

5 Limitations and Future Research

At the time of submission responses from 473 people have been collected. The analysis
hereof is still ongoing, and thus, the results are not reported here.

Like most research, this is not without limitations. On the conceptual side, we are
currently working to refine the eWOB framework to include, amongst others, a time
dimension (synchronous vs. asynchronous disclosure). In terms of our experiment, it
was run on a mock-up of the real website of interest. This gave us opportunities to
manipulate more variables but also carries the risk that participants will be shown
friends who – to the participant - are very unlikely users of the streaming service
investigated. This was not found to be an issue in any of the pilots, however it could
blur the true effect of providing social information. In addition, since the friend
information was fictional with regard to actual movie consumption behavior, it did not
allow us to do network analysis to uncover diffusion among friends. Second, our
method of identifying category-specific influential carries the risk that participants
might feel obligated to answer consistently with this pre-selection. Or the contrary, they

Table 1. Overview of independent variables and stimuli

Independent
variable

Levels Implication for stimuli

Type of social
information

Behavior vs. opinions Info on “Movies seen by your friends” vs. “Movies
liked by your friends” and “These friends use
Blockbuster” vs. “These friends like Blockbuster”

Type of
friends

Random vs.
category-specific
influentials

Info from randomly picked friends vs. Pre-selected
by participants as having “an interesting movie taste”

No. of friends Low vs. high 2 friends vs. 8 friends shown

2 Participants were informed about the use of this software upon entering the questionnaire.
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could also answer more negatively, because they don’t want to signal that they could be
under influence of their friends. Finally, other designs of the social integration into the
website might lead to slightly different results and future research should test this.
Related to this, future research should increase knowledge of what motivates con-
sumers to disclose their product-related behaviors. This is an under-researched topic
but nevertheless crucial in understanding the phenomenon of eWOB, and – from a
managerial perspective – how products and services can be successfully designed for
eWOB.
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Abstract. Social media platforms such as Facebook, LinkedIn, Twitter, and
Snapchat have yielded huge valuations in equity markets and through acquisi-
tions. In this study, we propose that the design features experienced by the
platform users are important drivers of value in social media platforms. Also, we
suggest a research design to empirically test the link between social media
design feature types, the subjective value of the platform as assessed by users,
and how platform features are reflected in equity value.

Keywords: Social media � Value � Design features

1 Introduction

Interest in the topic of social media is high, yet the attribution of value to the phe-
nomenon is an elusive endeavor (Kaplan and Haenlein 2010). In a relatively short span
of time, new types of social media platforms have come on the scene, many becoming
instant sensations (e.g., WhatsApp, Snapchat, and Weibo), while many more became
relative failures (e.g., MySpace, Google+, and del.icio.us). Academic research on this
topic has primarily focused on the individual unit of analysis (e.g., Rishika et al. 2013;
Hildebrand et al. 2013), with the outcome variable frequently related to individual
adoption, user satisfaction (Hu et al. 2015), or individual purchase behavior (Chen et al.
2013; Chintagunta et al. 2010).

The impact of social media features extends beyond the individual and may create
or erode value for the firm (Aral et al. 2013). Many firms miss opportunities to engage
their customers through social media and fail to fully embrace what can be done to
drive business results (Culnan et al. 2010). There are examples of how social media
influences value as communicating using social media provides the ability to reach a
wider audience (Chen et al. 2015) and research indicates that social media metrics are
related to firm equity value (Luo et al. 2013).

It is important that social media platforms such as Facebook, LinkedIn, and
Twitter are recognized as strategic actors and, thus, that an analysis of the impact of
social media takes into account the impact on platforms (Aral et al. 2013). We address
this call for research into this area by looking at drivers of value for these social media
platforms. By doing so, we also address the concern that managers and executives face
a relative dearth of information regarding strategic value creation at an organizational
level (e.g. Goh et al. 2013). This research is designed to help fill this gap in the
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literature by assessing specific design features of social media platforms from an
individual level and understanding how those features translate into value for the user,
and financial value for the social media platform at an firm level. The specific research
question we ask is: How do social media design features affect the subjective user
assessment of value, and how do these features reflect the objective market value of the
platform?

2 Theoretical Background

In research focused on the interactions among users, social media networks are defined
by the existence of a user profile, user access to digital content, transparent relations
among users, and the ability to traverse those connections (Kane et al. 2014). Our
definition parallels this notion of a social media network with respect to the user profile
and transparent connections or relationships among those users, however our focus is
on the social media platform (the technology and interaction of the user with the
technology and other users). Hence, we emphasize the internet-enabled platform and
the necessity of user-generated content (DesAutels 2011) in addition to the social
interactions among users to define a social media platform. Additional design feature
types (introduced below) enhance a user’s experience with a social-media platform, but
these features are not required for all platforms.

Design features are a fundamental building block in understanding the impact of
social media on business (Aral et al. 2013). Various typologies exist in the literature
regarding social media design features (Kietzman et al. 2011; Huang and Benyoucef
2013). Each design feature from these typologies type allows us to unpack and examine
a specific facet of social media user experience through the platform’s design features
including identity, relationship content generation, formal groups, presence and repu-
tation. Three of the design feature types (i.e., identity, relationships, and content
generation) encompass features that help define whether a technology is indeed a social
media platform. On the other hand, three feature types may exist, but are not required to
define a technology as a social media platform.

3 Design Features and Value

The discussion of value is made difficult by pronounced differences in what value
means to different people (Adler 1956). We use the extant literature on social media to
operationalize the user assessment of value. Social media user value is a tradeoff
between benefits (utilitarian and hedonic benefits) and cost (information risk, sacrifice,
and effort) (Aral et al. 2013; Hu et al. 2015). Users evaluate utilitarian and hedonic
benefits relative to what they sacrifice in effort and risk to derive a value determination
of online social networking services (Hu et al. 2015).

In considering value, social media platform companies also must think deeply
about design. The interfaces, policies, and features that the platform provides not only
structures how users interact, but also how third parties can provide add-on features and
applications that extend a platform’s functionality (Aral et al. 2013). Specifically with
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social media platforms, value often comes from the right balance of features and
subsidizing the product early to encourage adoption (Dou et al. 2013). “Features of the
particular platform cause certain types of social interactions to flourish, more so than
others” (Kane et al. 2014: 279) and as a result can drive value for the platform. Users
also consider the tradeoff between privacy and personalization and will share more
personal information when features are present to help the user know what is being
done with the information once it is provided (Awad and Krishnan 2006). And social
media platforms must also recognize that users devise new ways of using software
features that extend beyond the original intent (Sun 2012).

Our propositions about design features, and the value of social media platform are:

Proposition 1: A user’s subjective assessment of value increases as design features
move along a spectrum based on whether the feature enables functionality for the
user only, dyadic interaction or interaction among a group.
Proposition 2: User’s social judgment of value will understate the increasing trend
from individual to dyad to network levels.

The second proposition remains an empirical question, but we expect that user’s
will underestimate the increase in value of design features as they move up the levels.
Our proposition predicts that users will perceive design features as approximately equal
in value and fail to fully recognize the value to the social media platform of sharing
user-generated content (DesAutels 2011).

4 Methodology

Data for this study will be collected in a survey questionnaire given to undergraduate
and graduate students at a major U.S. university. While it is true that social media users
come from all age categories, individuals between the ages of 18 and 29 have the
highest adoption rates of any age group on Facebook (84% in 2013 and 87% in 2014
respectively) and Twitter (31% and 37%), while that age category is the fasted growing
segment of users on LinkedIn (Duggan et al. 2015). College aged youth 18–24 make
up nearly half of Snapchat users (Hoelzel 2015). We will supplement the survey data
with publicly available financial data from Compustat and company annual reports to
provide the equity valuation for each social media platform.

Features of four publicly traded social media platforms (Facebook, Twitter,
LinkedIn, and Snapchat) will be included in the study. These platforms (except
Snapchat) were selected because they are among the most popular social media plat-
forms or, with regard to Snapchat, it is the fastest-growing social media app. The
platform has grown from 30 million active users in 2014 (Oremus 2015) to more than
150 million active daily users in 2016 (Frier 2016). Also, Snapchat has a unique design
feature of ephemeral communication with no permanent record of activity, making it
appealing to youngsters who fear the permanency of social media platforms such as
Facebook (Canal 2014). The identification of features on the platform will be done
systematically to be as comprehensive as possible. It will include a complete review of
the social media system menus and support/help menus. The identification process will
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also capture screen shots of each design feature to provide rich visual cues for
respondents during the survey process.

The overall research design will include the following steps: (1) Identify the design
features of four major social media platforms (Facebook, Twitter, LinkedIn, and
Snapchat); (2) Code the design features by q-sorting performed by multiple indepen-
dent analysts to categorize each design feature into the appropriate design feature type
from our typology of social media features; (3) Run a test devised to assess the clarity
of the questions, to ensure that the questionnaire will provide appropriate measurement
validity, and to evaluate the most used features for inclusion in the large-scale survey;
(4) Survey 300 social media users regarding their assessment of social media design
features and subjective assessment of social media platform value; and (5) Match the
survey data to financial data from Compustat, annual reports, and other publicly
available sources to provide equity valuation figures and other control variables.

5 Discussion and Conclusion

Our first contribution is to define social media platforms according to the underlying
technology and the design features that the user experiences. This definition helps to
form the boundaries and uncover opportunities for research in the nascent area of social
media. From this definition, we create a new typology of design feature types which
exist on a variety of social media platforms. This typology not only allows the clas-
sification of social media design features by feature type, but it also provides a foun-
dation and insight into why and how design features differ in value for the social media
platform. Finally, we will empirically investigate the relationship between specific
social media design features and financial value.

It is no doubt helpful for platforms such as Facebook, Twitter, LinkedIn and
Snapchat to understand what features and feature types create the most value for the
platform. This critical information could influence managers in the adoption of specific
design features and may guide social media platform executives in developing future
versions of the platform. Some specific design features may prove to be substantial firm
assets that should be considered strategically by top executives of the social media
platform.

By comparing design features across four popular platforms, we expect to be able
to answer questions on whether these platforms serve as supplements or complements
to each other in satisfying user needs, thus responding to the call for research in this
area as outlined by Aral et al. (2013).

At the same time, users benefit from a healthy appreciation of the relative value
they create for the platform through their use of specific design features. This appre-
ciation ensures that users have a strong position vis-à-vis the relationship they have
with social media platforms so that users make the most appropriate usage choices.
Greater transparency about the financial implications of feature usage also helps users
make informed decisions about their own social media usage.
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Abstract. Due to the nature of apps as experience goods and the vast product
space, new product discovery in the mobile app market has become a very
salient problem for developers and consumers. Our paper investigates devel-
opers’ best response to the platform’s recommendation, where the featured apps
enjoy a reduction in search cost and an endorsement of quality for a limited
period of time. Specifically, we consider three response options available to the
developers: releasing a version update, increasing price, and decreasing price.
We find that only the price decrease strategy has a positive effect on sales during
the featuring window, while the effect of the price increase and version update
strategy is not significant.

Keywords: Platform recommendation � Signaling strategy � Search cost �
Product discovery � Mobile app market

1 Introduction

App distribution platforms such as the Apple iTunes App Store and Google Play Store
that connect developers and consumers of mobile apps have seen tremendous growth in
recent years. According to industry statistics, around 2 million apps have been released
in the two stores, and it is projected that the total size of the “app economy” may reach
101 billion dollars by 2020.1 Given the rapidly expanding market size and the declining
cost of entry, more and more app developers join this market, which reinforces the
growth in the demand. However, though consumers have installed an estimated 156
billion mobile apps on their devices in 2015,2 the distribution of these downloads is
highly skewed – over 90% of the apps are downloaded less than 500 times per day.3

Because of such a concentrated market structure and the potential information overload
problems in mobile commerce [1], new product discovery has become a very salient
problem for developers and consumers.

On the app distribution platforms, the primary organic channel of new app dis-
covery is search. According to the estimation from Nielsen [2], direct search is the
prevalent method for discovering new apps. To optimize search, the developers need to
improve the quality of their apps, strategically choose the search terms to compete for,

1 See http://www.statista.com/statistics/276623/number-of-apps-available-in-leading-app-stores/, and
http://venturebeat.com/2016/02/10/the-app-economy-could-double-to-101b-by-2020-research-firm-
says/.

2 See https://www.idc.com/getdoc.jsp?containerId=prUS41240816.
3 See http://www.gartner.com/newsroom/id/2648515.

© Springer International Publishing AG 2017
M. Fan et al. (Eds.): WeB 2016, LNBIP 296, pp. 110–116, 2017.
https://doi.org/10.1007/978-3-319-69644-7_11

http://www.statista.com/statistics/276623/number-of-apps-available-in-leading-app-stores/
http://venturebeat.com/2016/02/10/the-app-economy-could-double-to-101b-by-2020-research-firm-says/
http://venturebeat.com/2016/02/10/the-app-economy-could-double-to-101b-by-2020-research-firm-says/
https://www.idc.com/getdoc.jsp?containerId=prUS41240816
http://www.gartner.com/newsroom/id/2648515


and carefully craft their app title, description, and other listing information so as to
obtain a high ranking position in the search result page. Besides the metadata in the
store listing, the platform also uses existing downloads and user feedback in deter-
mining the search ranking. New apps, particularly those released by independent
developers, usually lack the resource needed for conducting a marketing effort to attract
a substantial initial user base. Therefore, even high quality new apps often find it
extremely difficult to achieve substantive download growth in the search channel.

A key emerging channel of new product discovery is the platform’s recommen-
dation. For instance, Apple’s App Store editors select and recommend new and recently
updated apps in the featured apps column of its home page every day. When featured
by the store, these new apps get more exposure to potential consumers, which suggests
an exogenous reduction in search cost. Meanwhile, the store’s recommendation also
serves as an endorsement, which increases consumers’ expectation of the apps’ quality.
Considering the reduction in search cost and endorsement of quality under the spot-
light, what is the developers’ best response strategy? Given the limited action set,
should developers release a version update to signal developer support? Should
developers increase app price to enforce the high quality signal? Or should they pro-
vide a temporary price discount in order to boost downloads?

While a large body of research has focused on the effectiveness of recommendation
[3–6] and the design of recommendation systems [7–9], few studies have considered
the developers’ best response to the exogenous recommendations. The primary
objective of this study is to answer the following question:

When their products receive an exogenous reduction in the search cost and a
quality endorsement from the platform’s recommendations, what is the developers’
best response strategy?

2 Theoretical Discussion

Since consumers cannot ascertain the value of an app before actually using it, they form
an expectation of the app quality according to available information. In order to
overcome such information asymmetry issues, sellers resort to signaling mechanisms to
differentiate themselves from other competitors [10]. Previous literature finds that price
[10], recommendations [5], reviews [11], brands [12] are all effective product signals.
Specifically, two broad categories of product signals exist in the app distribution
platforms, namely, platform-generated signals and seller-generated signals. Platform-
generated signals include platform recommendations, search result rankings, and any
sales or download rankings. The literature has shown that the platform’s recommen-
dations are regarded as strong quality signals which distinguish the high-quality
products from the low-quality products [5, 13], while powerful, platform-generated
signals are by definition out of the sellers’ direct control. On the other hand,
seller-generated signals are product cues provided by sellers to help users better
evaluate the product quality and the fit between the product and users’ preference. In
the mobile app markets, price increase, price decrease, and version update are all prime
examples of seller-generated signals. First, since high price is often perceived to be
associated with high quality, developers may choose to increase app price to signal that
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their apps are superior to the competitors. Second, by providing a relatively low
introductory price, decreasing price serves as a product promotion signal [10]. By
sending such product promotion signals, sellers communicate to potential users that
they have confidence in their capability to attract a large user base in order to recover
the short-term loss (the promotional expense) [10]. Third, releasing a version update
signals that developers have improved the functionality of the apps based on the
previous reviews and market surveys or they have included new features in the updated
version [14]. Therefore, a version update is also a salient quality signal to help sellers to
distinguish from other competitors. Overall, the platform-generated signals and
seller-generated signals are mainly employed to convey to users the product’s quality
and promotion strategy.

During the time window when the platform recommendation is sending a strong
quality signal on the featured apps, the developers’ best response strategy should be
determined according to the complementarity of platform-generated signal and
seller-generated signal. It’s reported by the prior literature that multiple quality signals
might substitute for each other, and thus, the dominating strategy is to send either
signal [15]. Therefore, we expect that when the strong platform-generated quality
signal is already provided, seller-generated quality signals might not have a significant
effect on demand. Specifically, when the apps are recommended by the platform,
neither increasing the price nor releasing a version update will have a positive effect on
the sales or download performance. However, since the product promotion signals
highlight on the sellers’ long-term plan and confidence, they might complement with
quality signals which focus on the product quality. Hence, when the apps are recom-
mended by the platform, decreasing the price might augment the effect of the plat-
form’s recommendations. Based on the relationship between multiple signals, we
propose the following hypotheses:

H1: Given the platform’s recommendation, increasing the app price will not
improve the download performance.
H2: Given the platform’s recommendation, releasing a version update will not
improve the download performance.
H3: Given the platform’s recommendation, decreasing the app price will improve
the download performance.

3 Research Methodology

3.1 Data

In order to answer this research question, we collect our data from Apple’s iTunes App
Store (the Store hereafter). The dataset consists of three parts. The first part is the focal
apps of our study that were featured in the Store’s “New Apps We Love” column4

between February 1, 2016, and July 31, 2016. Since iTunes does not provide an API
endpoint for retrieving the list of featured apps programmatically, we first took

4 The section used to be named “Best New Apps.”.
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screenshots of the Store’s homepage and the complete feature section every day and
manually identified the featured apps from the images. We then periodically checked
each identified app’s historical data on the mobile app market intelligence website App
Annie5 to make sure the manually identified app list matches with the archived
information provided there.6 The featuring window varies from 6 days to 21 days with
a mean equal to 9.7 days. We provide descriptive statistics of selected app attributes in
Table 1.

The dataset’s second component comes from the store listing information provided
by the iTunes API. For the featured apps, we collected both their static listing attri-
butes, such as title, developer, category and recommended age group, and dynamic
information including version and price (for paid apps). We continuously monitored
these app change events since January 1, 2016. The third part of the dataset is the
Store’s “Top Free” and “Top Paid” charts, which we also tracked daily since January 1,
2016. For each day, we observe the 100 top-ranked free apps and 100 top-ranked paid
apps in the whole Store as well as in each of the 24 categories designated by iTunes.
Note that the Store has country-specific versions and our programs and manual data
collection tasks were all implemented in the U.S., so our data of featured apps and top
charts are specific to the U.S. Store (Table 2).

As a research-in-progress, we are in the process of collecting data on the featured
apps’ social network activity, on Twitter and Facebook, which will provide us a more
complete view on the developers’ promotion activity. We have also identified the
Android version released in the Google Play Store for a subset of the featured apps. We
are still in the process of collecting the Android apps’ attributes, dynamic change
events, and performance data. The purpose of collecting data on the same apps in the
second app store is to test any spillover effect across platforms.

Table 1. Summary statistics of some selected attributes of the featured apps

Variable Variable definition Mean Std.
Dev.

Min Max

Free A dummy variable, = 1 if the app is
free

0.72 0.45 0 1

Price The average app price during our
observational period

5.62 16.62 0 149.99

Avg
rating

The average rating for the app 4.03 0.64 1.5 5

Rating
count

Number of ratings for the app 1187.35 8914.98 5 148303

Tenure The tenure measured in days when
the app was featured for the first time

205.68 419.04 0 2565

5 See https://www.appannie.com/tours/market-data-intelligence/.
6 For example, the link https://www.appannie.com/apps/ios/app/anchor-lets-talk/features/#device=
iphone shows the information on store featuring for the app named “Anchor - Radio by the people.”.
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3.2 Analysis and Results

In order to investigate our hypotheses, we specify the following model for paid apps:

toprank dummyit ¼ a0toprank dummyit�1 þ a1feature dummyit
þ a2decreaseit þ a3decreaseit � feature dummyit
þ a4increaseit þ a5increaseit � feature dummyit
þ a6updatedit þ a7updatedit � feature dummyit
þ a8decreaseit�1 þ a9increaseit�1 þ a9updateit�1

þ a10appi þ eit

ð1Þ

Since the price change strategies are only available to paid apps, we specify the
following model for the featured free apps:

toprank dummyit ¼ a0toprank dummyit�1 þ a1feature dummyit
þ a2updateit þ a3updatedit � feature dummyit
þ a4updatedit�1 þ a5appi þ eit

ð2Þ

where appi denotes the app-level fixed effect and eit denotes the error term. Taking the
apps which didn’t deploy any strategical responses as the baseline (without price
changes nor version updates), we expect that a1 is significantly positive, which implies
the positive effect of platform’s recommendations. More importantly, our tests for the
hypotheses hinge on the interaction term between three optional strategies and the
feature dummy. If the interaction term is significantly positive, it means that such a
strategical response has a positive effect on the download performance and profit
(Table 3).

Based on the result of the linear Fixed Effects model, we find that for both paid and
free apps, the platform’s recommendations have a substantial effect on the download
performance. Moreover, the version update strategy also has a positive main effect on

Table 2. Definitions and summary statistics of the key variables

Variable Variable definition Mean Std.
Dev.

Min Max

toprank dummyit A dummy variable(0, 1), = 1 if the app is listed
in the top chart on day t

12.08 16.20 1.00 95.00

feature dummyit A dummy variable(0, 1), = 1 if the app is
featured on day t

9.39 4.88 1.00 21.00

increaseit A dummy variable(0, 1), = 1 if the app
increases its price on day t

0.02 0.14 0.00 1.00

decreaseit A dummy variable(0, 1), = 1 if the app
decreases its price on day t

0.02 0.13 0.00 1.00

updateit A dummy variable(0, 1), = 1 if the app
releases an update on day t

0.04 0.19 0.00 1.00
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the download performance. Specifically, we find that there is some time delay in the
positive effect of version update on the paid apps’ download performance. But for free
apps, the version update can immediately improve the present and future down per-
formance. However, the interaction term between the price decrease and the feature
dummy is not significant, which lends support to Hypothesis 2. Regarding the pricing
strategies for paid apps, the main effect of a price reduction is negative. Therefore,
beyond the featuring window, lowering the app price has a negative effect on the
download performance. However, the interaction term between the price decrease and
the feature dummy is significantly positive. Taking both the main effect and the
interaction term into consideration, a reduction in price leads to an increase in the
download performance (0.148–0.078 = 0.070). Thus, Hypothesis 3 is supported.
However, neither the main effect nor the interaction term of price increase is significant.
So Hypothesis 1 is also supported by our data. Overall, our three hypotheses are all
supported.

To sum up, we find that when the platform recommendation is sending a strong
quality signal on the featured apps, neither the price increase strategy nor the version
update strategy has a significant positive effect on the download performance, which
implies the substitution relationship between multiple quality signals. However,
decreasing the app price significantly boosts downloads, which indicates the comple-
mentary relationship between product promotion signals and quality signals. Therefore,
during the time window when the platform recommendation is provided, the devel-
opers’ best response strategy should be decreasing the app price.

Table 3. Estimation results of the fixed-effects model

DV : toprank dummyit Paid apps Free apps

toprank dummyit�1 0.701*** (0.025) 0.715*** (0.016)
decreaseit –0.078* (0.041)
feature dummyit 0.219*** (0.021) 0.186*** (0.015)
decreaseit � feature dummyit 0.148* (0.079)
increaseit –0.016 (0.037)
increaseit � feature dummyit 0.053 (0.077)
updateit –0.000 (0.028) 0.041*** (0.010)
updateit � feature dummyit 0.055 (0.051) –0.008 (0.031)
decreaseit�1 0.017 (0.059)
increaseit�1 0.022 (0.043)
updateit�1 0.071*** (0.022) 0.054*** (0.010)
Intercept 0.079*** (0.006) 0.032*** (0.002)
Number of observations 5,730 14,048
Number of groups 84 211
Adj R-squared 0.642 0.712

Notes: a. Robust standard errors are reported in parentheses; b. *
p < 0.1, ** p < 0.05, *** p < 0.01.
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Abstract. With the popularity of social media and mobile device, businesses
have more digital coupon dissemination channels than before. However, coupon
redemption rates are unsatisfactory to businesses. The objective of this study is
to design a new social coupon endorsing mechanism, which aims to find out
those endorsers who have coupon proneness and high sharing willingness in
coupon diffusion, with a recommended list of coupon receivers. Our mechanism
propagates mobile coupon or discount information in an efficient way by
helping consumers effortlessly gather the coupons fitting their preference and
location.

Keywords: Mobile coupon � Social network � Location-based commerce �
Social endorser � Social diffusion

1 Introduction

Since social networking sites and mobile media have played a significant role, busi-
nesses have more coupon dissemination channels than before. A new report from
Juniper Research, the number of mobile user will reach 1.05 billion in 2019 [1]. 49% of
US smartphone owners have used mobile coupons on their devices [2]. In 2009, the
amount of mobile coupons has skyrocketed and jumped 263% [3]. Blooming mobile
coupons applications, such as Cellfire, Grocery IQ, Coupon.com and Saving star, are
coming up, which provide abundant variety of coupons for consumers [4]. Mobile
coupons offer huge business opportunities for marketer. Because of the growing
coupon distribution channel, location-based coupon offers another chance to reach
prospect consumers instantly.

As social media and mobile device moves to the center of the electronic commerce,
they become an important medium to acquire prospective consumers, to influence
shopper behavior through their social network, and to provide instant location-based
service. In the increasingly competitive circumstances, currently mobile coupon pro-
viders are facing numerous challenge and difficulty. There are some major research
problems still unsolved:
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• How to help target consumers in a convenient and time-saving way to gather the
coupons they need and the providing store is nearby.

• How to help marketers to disseminate mobile coupon through social networking
sites without evoking consumers’ irritation?

The objective of this study is to design a new social coupon endorsing mechanism,
which aims to find out those endorsers who have coupon proneness and sharing
willingness in coupon diffusion. Specifically to say, it will recognize those people who
are easily motivated by rewards, sensitive on discount information and willing to
sharing. Consequently, endorsers are more willing to actively diffuse coupons when
they received coupons with reward. And with a given list of coupon receivers rec-
ommended by our mechanism, the endorsers are able to know to whom they can diffuse
a coupon.

This paper is organized as follows. The basic concepts and literature related to our
research topics are provided in Sect. 2. In Sect. 3, we present the system architecture of
social couponing diffusion mechanism. Section 4 describes the processes of the
experiment and discusses the empirical results. Section 5 provides several concluding
remarks and future research.

2 Related Work

2.1 Mobile Couponing

Mobile coupon is a type of digital coupon that are commonly used for sales promotion
issued by retailers and marketers, which aim to retain old customers while attracting
new customers to lead them to take account alternative products and enjoy their
benefits at checkout [5, 6]. Mobile coupon can be found from online websites, email,
SMS and mobile applications. Consumers can easily carry with saving into their mobile
devices and receive incentive at the time of redemption without requiring taking time to
clip paper coupon. New research unveiled from GfK in 2013 shows that brand mar-
keting using digital coupon can increase customer recall and purchase intention and it
also lures digital coupon users to come to the store purchasing more frequently and
spend 42% more than average customers [7]. Mobile devices have played a role of
bridging the instant service gap between consumers and local retailers [8]. Mobile
phone enhances the capabilities of advertisement reachability at right time and right
place. Banerjee and Dholakia [9] addresses that the characteristics of location based
mobile advertisements are significant factors to influence the effectiveness of an ad.

2.2 Social Diffusion

According to a report by the Pew Research Center, about 65% of American who gets
news from social media sites and Facebook is the majority [10]. For this reason, widely
delivering the right information to the right receiver is a significant issue for marketers.
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The way of information diffusion plays an important role in affecting consumers’
preference.

In the social network, our interpersonal relationship can be visible to public, and
can be used to simplify the path of information spreading among individuals and study
the behavior of social influences [11]. Social influence refers to person’s perception,
attitude, or behavior are changed by others [12, 13]. It has always been a topic of social
psychology, which studies to explain how individuals are affected and become unfiled
into a group [14, 15]. Many local retailers adopt SNS as a tool to advertise their shops.
They encourage consumers to “like” brand or “check-in” to the business on Facebook,
by providing reward incentives or promotion [16]. These actions are equivalent to give
a good evaluation (recommendation) to the business from consumer’s SNSs. In another
aspect, consumer’s friends will see the information on Facebook. If they are also
interested in the store or products, that may increase the impact on the recommendation
and stimulate their purchasing desire; meanwhile, business do not need to advertise
themselves while product and discount information pass through by consumers’ social
network in a low cost but more efficiency way [17].

3 The Model

In this research, we will propose a social diffusing mechanism to disseminate effec-
tively mobile coupon via social endorsers to support marketing strategies. When a
consumer comes nearby the store or live in the same vicinity, they can receive an
appropriate mobile coupon recommended from the friends with powerful influence on
him/her. Besides, when the target consumers receive a location-based coupon in line
with their need, it will stimulate them to redeem them and forward the coupon to their
friends for acquiring rewards. In the process of coupon diffusion, we expect the target
consumers will be influenced by current endorsers, and eventually become the next
coupon endorser. The system architecture is shown as Fig. 1. The components included
in the systems are described as follows.

3.1 Target Consumer Discovering Mechanism

Preference Analysis Module. Brand is an important factor to drive coupon receivers
to redeem coupon. A consumer who is with brand loyalty is a good target to promote
the coupon. We can easily identify the user’s brand preference from his/her Facebook
feature “Like”. In social networking site, such as Facebook, users who have pressed
“Like” on the fan page will be stored. Once the fan pages have something news
updated, they will also be shown in fans’ Facebook wall such that business can stay
connection with their fans.

Coupon Attribute Analysis Module. We adopt a superior distance-based method
[15] to calculate the similarity between the keywords of consumers’ preference and
coupon attribute. Note that a� 0 is a constant and b[ 0 is a smoothing factor, and
referenced to [18] we set a ¼ 0:2 and b ¼ 0:6. The similarity score is formulated as
below. The category tree is shown as Fig. 2.
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Sim C1;C2ð Þ ¼ e�al � ebh � e�bh

ebh þ e�bh ð1Þ

Location Fitness Analysis Module. The preference is a significant factor when a
consumer considers coupon redemption. However, if the redemption service location is
far away from them, the coupon still cannot drive them to use. This module measures
the similarity degree between a user’s location and the coupon redemption location
providing a relevant coupon service.
When mobile coupons are recommended to consumers, location is one of an important
factor to drive consumer to redeem coupons. We consider three parts of redemption
factors which can effect consumers’ willingness: current location Cui;c: As a result, the
feasible location score can be calculated by the following formula:

L ui; cð Þ ¼ Cui;c ð2Þ

Fig. 1. Social couponing diffusion mechanism
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By considering consumers’ preference and available location, we can further
compute the fitness score by using the following formula:

Fitness ui; cð Þ ¼ Simp ui; cð Þþ L ui; cð Þ ð3Þ

3.2 Seed Endorser Identifying Mechanism

Coupon Proneness Analysis Module. The static proneness of a target user ti can be
calculated by following formula:

SP tið Þ ¼ genderti �
Xn

j¼0

count ti; pj
� �

 !
ð4Þ

Coupon Prone tið Þ ¼ SP tið Þ ð5Þ

3.3 Coupon Receiver Identifying Mechanism

The interactions on social media include response, like, tag, and share message posted
by other user. Given coupon endorser ei and target consumer tj, the social interaction
score is formulated as:

SI ei; tj
� � ¼ Uinteraction ei; tj

� ��� ��
Uinteraction eið Þj j ð6Þ

Note that Uinteraction eið Þ indicates the total number of social activities ei
exhibiting on social media. And the Uinteraction ei; tj

� �
indicates that total number of

social activities with both ei and tj. The greater the social interaction score, the more the
closeness between two users.

Fig. 2. Category tree
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Finally, the seed endorser and the suitable coupon receiver can be matched by prior
equations:

Match ei; tj
� � ¼ SI ei; tj

� � ð7Þ

4 Experiment

4.1 Experimental Design

The research experiment procedures are described as follows.

(1) Identifying the target consumers from the data collected from participants’ social
network.

(2) Selecting the coupon endorsers for disseminating mobile coupons by different
planned strategies.

(3) The diffusion reaction is recorded into database. Note that when endorsers receive
a coupon, they do not know which coupon dissemination approach to be tested.

(4) After endorsers visit the given webpage and make a decision on whether to pass
coupon, the endorsers have to respond their reactions on this coupon by online
questionnaire.

4.2 Experimental Results

Average Sharing Times. The average sharing times is a significant factor to quantify
the effectiveness of the coupon diffusion process. Once the coupon delivered from
endorser to target consumer, we can measure the times of a coupon was shared to next
target consumers. The coupon average sharing times (AST) formula is defined as (Fig. 3):

AST ¼ Ushared
Ucoupon
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Fig. 3. The average sharing times of coupon in four diffusion strategies
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5 Conclusion

Our proposed mechanism utilizes the theory of social influence and consumer psy-
chology on improving coupon sharing intention. The mechanism was empirically
verified by the experiments conducted on popular social networking site Facebook. The
experimental results indicate our social coupon diffusion mechanism performs better
than other three common used coupon diffusion approaches in term of average sharing
rate, target coverage rate, and coupon download rate. This mechanism indeed can help
marketers propagate a coupon to the right endorsers and the right customers wider and
continuously.
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Abstract. The uncertainty brought by the separation of information flow and
product flow has become an important obstacle to the development of
e-commerce. An increasing number of e-commerce websites have chosen to
adopt an instant messenger (e.g., Wangwang) in the website as a communication
tool between buyers and sellers to reduce this uncertainty. Based on uncertainty
reduction theory, the relationship between the use of an instant messenger and
the purchase decision of consumers is explored. Logit regression models were
used to analyze the secondary data collected from a seller on Taobao.com, and
the following findings are determined: (1) Customers who use Wangwang tend
to purchase, and the effect of Wangwang use on purchase decisions is stronger
for consumers who are indirect visitors. (2) The more quickly and more fre-
quently sellers reply to questions, the more likely customers are to make pur-
chase decisions. (3) Communicating about contents related to product quality in
the conversation is positively associated with the consumer’s purchase decision.
(4) The negative effect of product fit-related contents to purchase decision will
be mitigated if it is not the first conversation between consumers and sellers.

Keywords: Wangwang � Uncertainty � Uncertainty reduction �
Communication � Purchase decision � Instant messenger

1 Introduction

Online shopping has become increasingly important for consumers with the develop-
ment of the Internet. In 2014, the trading volumes of the online market in China reached
2,800 billion, which accounted for 10.7% of the total retail sales of consumer goods, and
this amount will continue to increase in the following five years [1]. However, con-
sumers cannot experience products themselves before purchasing when they shop
online, thereby resulting in uncertainty and hampering purchase decision. Some shop-
ping sites have launched an instant messenger (IM) to answer questions and thus reduce
uncertainty. The IM service “Ali Wangwang” (Wangwang) provided by the well-known
Chinese e-commerce site Taobao.com is a good example. A report fromMorgan Stanley
states that buyers and sellers may clarify their desire and demands through Wangwang,
thereby enhancing the chances for online transactions [2].
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The issue that needs to be addressed is whether or not IM usage has a certain
influence on the purchase decision of consumers. If so, then how can IM be used to
encourage purchasing behavior? Ou et al. claimed that the use of IM facilitates repeat
transactions with sellers by building swift guanxi through interactivity and presence
[3]. Kang et al. demonstrated that the use of IM positively affects the perceived
interactivity of consumers, thereby increasing transaction intention [4]. The afore-
mentioned study paid attention to the function of IM that it can help build a relationship
between buyers and sellers. In addition, some scholars ascertained that IM can also
facilitate communication, and the main objective of communication is uncertainty
reduction [5–7]. Adjei et al. argued that communication quality among consumers can
reduce uncertainty about a firm and its offerings, and sales can be influenced [8];
however, their study did not explore communication content.

In this study, we analyze whether the use of IM (represented by Wangwang) makes
a difference in the purchase decision of consumers on the basis of uncertainty reduction
theory with secondary data. Then, we discuss through communication quality and
communication content how a purchase behavior is facilitated by communicating via
Wangwang and also investigate the role of repeated dialogues as moderator between
communication content and purchase decision.

2 Literature Review

2.1 Uncertainty of Online Shopping

Uncertainty of online shopping is the degree to which consumers fail to make pre-
dictions about a product or a firm with which they are dealing [9]. This uncertainty
consists of seller uncertainty and product uncertainty [9–11]. Many scholars believe
that seller uncertainty is mitigated by trust building mechanisms, such as feedback
ratings and third-party escrows [10, 12]. Product uncertainty consists of product quality
uncertainty and product fit uncertainty. Product quality uncertainty refers to the diffi-
culty of consumers to evaluate product attributes and to predict how a product will
perform in the future [10, 13, 14]. Product fit uncertainty is defined as the degree to
which consumers cannot assess whether the attributes of a product match their pref-
erence [11]. The problem of product fit uncertainty becomes prominent because con-
sumers cannot test products when they shop online.

Uncertainty reduction may move consumers close to a purchase decision. Pavlou
et al. stated that perceived uncertainty may result in the probability of suffering a loss
[9]. As a consequence, consumers reduce intentions to purchase and prevent the actual
transaction behavior. Adjei et al. found that consumers in online brand communities
buy products after uncertainty is reduced [8].

The aforementioned works, which discuss the classification and the influence of
uncertainty on the purchase decision of consumers, provide a basis for us to explore
how communication via Wangwang affects the purchase behavior of consumers by
reducing product quality uncertainty and fit uncertainty.
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2.2 Online Communication

Online communication is negligible for consumers when they purchase online. Com-
munication can help buyers and sellers build relationships [3], positively influence the
perceived interactivity of consumers [4], and finally enable consumers to make a
purchase decision. Some researchers believe that communication can also positively
affect the purchase behavior of consumers by reducing uncertainty [7, 8, 11].

The existing literature investigates how uncertainty is reduced mainly from the
perspectives of communication quality and communication content. The factors that are
most frequently mentioned as dimensions of communication quality are (1) timeliness,
which refers to the speed of responses to the posted message [6, 7]; (2) frequency,
which refers to the number of responses to the posted messages [15, 16]; and
(3) duration/length of encounter, which refers to the number of words in the selected
thread [8, 17]. Adjei et al. claimed that communication quality among consumers in an
online brand community can significantly reduce product (service) uncertainty [8].

In addition to communication quality, the effect of communication content, which
consists of product quality- and product fit-related contents, has been analyzed. Hong
and Pavlou believed that consumers can obtain a deep understanding of whether a
product fits their preference from the experience of other consumers [11]. Consumers
can also validate the existing seller-provided information from other consumers, and
additional information about product quality can be obtained.

In this study, we are concerned about the role of communication in reducing
uncertainty instead of its role in building a relationship [3]. We refer to the dimensions
of communication quality and communication content to explore the effect of com-
munication via Wangwang on the purchase decision of consumers.

2.3 Summary of Existing Problems

(1) The majority of studies investigated the role of communication in promoting
perceived interactivity and building relationship when analyzing the influence of
communication on the purchase decision of consumers [3, 4]. One of the main
objectives of communication is uncertainty reduction [5–7]. However, there are
few studies discussing the effect of IM on the purchase decision of consumers
through uncertainty reduction.

(2) Adjei et al. analyzed the effect of communication on the purchase behavior of
consumers on the basis of uncertainty reduction theory [8]. However, they dis-
cussed communication quality only, and adequate analysis of communication
content was not incorporated.

3 Research Hypotheses

3.1 Effect of Wangwang Use on the Purchase Decision of Consumers

The use of Wangwang can help consumers to reduce information asymmetry, thereby
reducing uncertainty. As information seekers, consumers acquire significant information
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by communicating with sellers using Wangwang, thereby reducing a large set of pos-
sibilities about sellers and their products to a small set; hence, uncertainty is eventually
reduced. The level of uncertainty is negatively associated with consumer intention and
actual online purchases [9]. Therefore, we propose the following:

H1: The use of Wangwang is positively associated with the purchase decision of consumers.

Some scholars found that information demanded to make purchase decision for
different types of consumers is different [25]. We extend the study of Tong et al. [26],
and define that direct visitors are consumers directed by links in shopping favorite lists,
shopping collections, purchase history in the shopping platform to access the store.
These consumers have once visited the store and they have more knowledge about the
store and its products [27, 28]. Indirect visitors are consumers accessing the store
through searching the related products or clicking banner advertisement links in the
platform. They have no shopping experience in this store and are unfamiliar about the
quality of the products, which means they are in high level of uncertainty. Hence,
before making any purchase decision, indirect visitors need to collect more information
compared to direct visitors. By communicating with sellers through Wangwang, con-
sumers can get specific answers to their questions quickly and thus reduce uncertainty.
Therefore, we propose the following:

H2: The impact of use of Wangwang on the purchase decision will be greater if the consumer is
an indirect visitor.

3.2 Effect of Communication Quality and Content in IM on the Purchase
Decision of Consumers

According to the studies that discuss uncertainty reduction through communication [5,
6], communication quality [17–19] and communication content [8, 11] may reduce
uncertainty when consumers shop online, thereby bringing them close to a purchase
decision.

From the perspective of communication quality, a prompt response from sellers
helps information seekers to immediately acquire a comprehensive understanding of
products and to clarify their goals [7], thereby attenuating the negative effect of
uncertainty. More frequent responses from sellers correspond to more information
related to product quality and service that consumers can acquire as information
seekers. A long duration/length of encounter may imply that descriptive and in-depth
information can be provided to consumers [7]. This additional information can help
mitigate the information asymmetry between consumers and sellers/products, thereby
reducing uncertainty and leading to a purchase decision [9]. Therefore, we propose the
following:

H3a: In communication via Wangwang, timely reply from sellers is positively associated with
the purchase decision of consumers.

H3b: In communication via Wangwang, the number of replies from sellers is positively asso-
ciated with the purchase decision of consumers.
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H3c: In communication via Wangwang, the length of encounter is positively associated with the
purchase decision of consumers.

The product quality- and product fit-related contents mentioned in the communi-
cation via Wangwang may help to reduce the uncertainty level. According to the
definition of product quality uncertainty [10, 14], we define that product quality-related
contents are the information related to product attributes, such as product condition and
quality. In addition to the information in a website that displays products and feedback
ratings, the detailed information provided by sellers about product attributes according
to the questions of consumers can help consumers gain an understanding of product
quality. This detailed information leads to an accurate prediction about the performance
of a product in the future and to the reduction of product quality uncertainty [10]. We
extend the study of Hong and Pavlou [11], and define product fit-related contents as the
information that helps consumers determine whether the attributes of a product match
their preference. Sellers can recommend products to consumers to match their pref-
erence according to previous consumer feedback. The communication with sellers in
Wangwang helps consumers determine the fit between product attributes and their own
preferences, thereby reducing product fit uncertainty [11]. The uncertainty reduction
raises the intention of consumers to purchase, thereby leading to an actual purchase
decision. Therefore, we propose the following:

H4a: If a product quality-related content is mentioned in communication via Wangwang, then
consumers tend to make a purchase decision.

H4b: If a product fit-related content is mentioned in communication via Wangwang, then
consumers tend to make a purchase decision.

For consumers that are the first time to communicate with sellers and consumers
that have already had conversations with sellers for several times, the effect of com-
munication content on purchase decision may be different. We define dialogues
between sellers and consumers who have already communicated with sellers before as
repeated dialogues. When consumers start the conversation about product quality- or
fit-related contents with sellers in the repeated dialogues, sellers get additional
opportunity to provide more product features, or get to know consumers individual
preference in details and advise customized solutions in response. Therefore, together
with information obtained from the previous dialogue, consumers will get more
comprehensive understanding about product quality and the fit between the product and
their preference compared to consumers without repeated dialogues. Therefore, we
propose the following:

H5a: The impact of mentioning product quality-related contents via Wangwang on the pur-
chase decision will be greater if the dialogue is a repeated dialogue.

H5b: The impact of mentioning product fit-related contents via Wangwang on the purchase
decision will be greater if the dialogue is a repeated dialogue.
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4 Research Methodology

4.1 Data Collection

Data from a skin care product store in Taobao.com were collected. We finally obtained
the secondary data, which include 33,998 browsing records of visitors (only the
PC-side data were available on Taobao.com), 4,778 purchase records, 19,610 reviews
for products, 7,603 Wangwang dialogues (111,754 postings), 5396 consumer charac-
teristics and 235 product display pages, between June 1, 2015 and December 8, 2015.

4.2 Key Variables

The browsing record for each visitor had no real Taobao ID (only randomly assigned
IDs were available) because of the privacy policy of Taobao.com. Thus, we could not
learn from the raw data whether a visitor in the store used Wangwang (variable
Wangwang took a value of 1 if the visitor used Wangwang; otherwise, 0 was taken) or
purchased a product (variable Purchase took a value of 1 if the visitor made a purchase
decision; otherwise, 0 was taken). We matched the timestamp of the Wangwang dia-
logue and the product link mentioned in the Wangwang dialogue with the time of visit
and with the product display page in the browsing records, respectively, to confirm
whether a visitor used Wangwang. We matched the address in the purchase records, the
created time of purchase record, and the products purchased with the IP location of
visitors, with the time of visit and with the product display page in the browsing
records, respectively, to determine whether a visitor made a purchase decision. Type
refers to the type of consumers. Type took a value of 1 if the consumer was a direct
visitor (the link in the favorite list or purchase history was used to access this store),
whereas a value of 0 was taken if the consumer was an indirect visitor (this store was
accessed by searching the related products or other advertisement links). The data
between June 1, 2015 and June 30, 2015 were analyzed. A total of 4,069 browsing
records in this period were matched with 156 purchase records and 139 Wangwang
dialogues.

In addition to the main variables in the first and second hypothesis, we used several
control variables associated with browse behavior [20–22]. PageWord refers to the
average number of words. PagePicture refers to the average number of pictures.
ProductReview refers to the average number of reviews. Price refers to the average
number of prices in product pages that a visitor browsed.

We analyzed the content of Wangwang dialogues to obtain the following indica-
tors. Speed refers to the time interval between the first posting of consumers and the
reply of sellers. Frequency refers to the number of replies from sellers to the postings of
consumers. Length refers to the number of words in the Wangwang dialogue.
RptDialogue refers to whether the dialogue happened between sellers and a consumer
who has already communicated with sellers before. It took a value of 1 if the consumer
once has a conversation with the seller; otherwise, 0 was taken.

We obtained the value of variables about communication content in the following
procedures: First, we randomly selected 437 dialogues, which contained 6,476 post-
ings. Second, we manually coded these 6,476 postings into several categories. Service
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quality (e.g., product return, gifts, express policy) may have an effect on the purchase
decision of consumers [23]; thus, we decided to consider service quality in the clas-
sification. Each posting was classified into one of four groups: product quality, product
fit, service quality-related contents, and others. Third, we trained the algorithms of
support vector machine (SVM) and naive Bayes (NB) using 89.6% (i.e., 5800) of the
coded postings as input to build classification models. Fourth, we used models to
classify the remaining 10.4% (i.e., 676) of the postings. The accuracy level of the SVM
was 82.98%, which was higher than that of NB (78.01%). Finally, the SVM was
applied to classify the remaining 105,278 postings into four groups. Quality refers to
product quality-related contents, and it takes a value of 1 as long as one posting in the
Wangwang dialogue was classified into the product quality-related contents group;
otherwise, a value of 0 was taken. Fit and Service refer to product fit and service
quality-related contents, respectively, and their definitions were similar to Quality. We
also controlled for consumers characteristics. CreditLevel refers to consumers’ credit
evaluated by sellers. MemberLevel refers to consumers’ membership rank, which is
associated with their total expenditure in Taobao.com. ActiveLevel refers to consumers’
activeness in Wangwang, which is associated with the time spent in Wangwang dia-
logues since they signed up. Username was used to match the records of Wangwang
dialogues and consumer characteristics. Some consumers may have changed their
username or closed accounts, so there are 312 Wangwang dialogues cannot be mat-
ched. Finally, we used the rest of Wangwang dialogues (7,291 dialogues, 104,858
postings) to perform the empirical tests.

4.3 Model Specification

The dependent variable Purchase represented binary variables; thus, we applied logit
model to estimate the equation. Equation (1) was used to test hypothesis 1 and 2 by
determining the effect of Wangwang use on the purchase decision of consumers, and
the moderation effect of consumer type, controlling for their type, average words,
average pictures, average product reviews, and average price for the pages they
browsed. Equation (2) was used to test hypotheses 2a to 2c and 3a to 3b by evaluating
the effect of the speed and frequency of replies, length of encounter, product quality,
and product fit-related contents on the purchase decision of consumers, controlling for
service quality-related contents and consumers’ characteristics. We also added variable
RptDialogue and the interaction term RptDialogue * Fit and RptDialogue * Quality to
Eq. (2) to test hypotheses 5a to 5b. ε was the random error.

ln
P Purchase ¼ 1ð Þ

1� P Purchase ¼ 1ð Þ
� �

¼ b0 þ b1Wangwangþ b2�Typeþ b3 � Type �Wangwang

þ b4�PageWordþ b5�PagePictureþ b6�ProductReview
þ b7�Priceþ ε ð1Þ
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ln
P Purchase ¼ 1ð Þ

1� P Purchase ¼ 1ð Þ
� �

¼ b0 þ b1 � Speedþ b2 � Frequencyþ b3 � Length

þ b4 � Fitþ b5 � Qualityþ b6 � Serviceþ b7 � CreditLevel
þ b8 �MembershipLevelþ b9 � ActiveLevel + ε

ð2Þ

5 Data Analysis and Results

5.1 Descriptive Statistics

The data between June 1, 2015 and June 30, 2015 were used to estimate model 1.
Table 1 shows that only 3.8% of 4,069 visitors purchase a product. This finding implies
that the purchase conversion rate is low online. In total, 3.4% of visitors use
Wangwang.

The descriptive statistics of 7,291 Wangwang dialogues in Table 2 show that 2,390
purchase records exist after dialogues. Sellers reply 7.4 times and give the first reply in
692.8 s in each dialogue on average. Of all the dialogues, 26.0% mention product
fit-related contents, whereas 56.7% mention product quality-related contents.

5.2 Hypotheses Testing

(1) Effect of Wangwang use on purchase decision:

The estimated results for model 1 are reposted in Table 3. The use of Wangwang
has a positive coefficient (b = 3.341, p < 0.01), and the marginal effect of Wangwang
on purchase decision is 0.376 (using the mfx command in Stata), i.e., the use of
Wangwang is associated with a 0.376 increase in the probability of the purchase
decision of consumers compared with when Wangwang is not used. Therefore, H1 is
supported. The empirical results in model 2 indicate that the interaction term between
use of Wangwang and consumer type is negatively significant (b = −1.096, p < 0.05),
suggesting that consumer type acts as an moderator on the relationship between use of

Table 1. Descriptive statistics for all the consumers

Variable Mean Std. Dev. Min Max

Purchase 0.038 0.192 0 1
Wangwang 0.034 0.182 0 1
Type 0.251 0.433 0 1
PagePicture 7.923 3.952 0 18
PageWord 1,299.684 658.056 0 3711
ProductReview 27.841 23.147 0 130
Price 109.409 105.730 0 666
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Wangwang and consumers’ purchase decision. Therefore, H2 is supported. Direct
visitors have more knowledge about the store and its products, so the information
obtained through communication via Wangwang may be trival, thus it will have weaker
influence on reducing uncertainty compared to indirect visitors.

Of all the control variables in both model 1 and model 2, the average number of
pictures in pages that consumers browsed has significant negative effects on their
purchase decision. This result was obtained because skin care products sold in a sample
store are typical experience products whose attributes cannot be adequately conveyed
with pictures; thus, uncertainty cannot be reduced. Many ineffective pictures decrease
the attraction of the pages to consumers, thereby resulting in a low possibility to make a
purchase decision. As the result suggested, price of the browsed products impacts

Table 2. Descriptive statistics variables related to Wangwang dialogues

Variable Mean Std. Dev. Min Max

Purchase 0.328 0.469 0 1
Frequency 7.415 9.462 0 122
Speed 692.801 3744.953 0 86400
Length 345.648 365.577 2 5088
Quality 0.567 0.496 0 1
Fit 0.260 0.439 0 1
RptDialogue 0.260 0.439 0 1
Service 0.599 0.490 0 1
CreditLevel 5.938 1.660 1 13
MemberLevel 3.038 0.955 0 6
ActiveLevel 10628.580 20296.320 0 214423

Table 3. Estimation results for effect of Wangwang use on purchase decision

IV Model 1 Model 2
b se b se

Intercept -4.102*** 0.313 -4.769*** 0.330
Wangwang 3.341*** 0.206 3.791*** 0.277
Type 1.528*** 0.208
Wangwang*Type -1.096** 0.425
Control variables – – – –

PagePicture -0.082*** 0.027 -0.082** 0.027
PageWord 4.27E-04*** 1.32E-02 4.23E-04*** 1.35E-04
ProductReview 0.007* 0.004 0.009** 0.004
Price 0.002** 0.001 0.002*** 0.001
Log-likelihood -544.204 -516.887
N 4069 4069
Pseudo R2(%) 17.76 21.89

*p < 0.1; **p < 0.05; ***p < 0.01
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consumers’ purchase decision positively. This may be due to large quantities of low
price counterfeit goods in Taobao.com. Consumes are more likely to treat products
with low price as counterfeit goods. The effect of other control variables is similar to
that discussed in the previous literature.

(2) Effect of communication through Wangwang on purchase decision:

The estimation results for model 3 are reposted in Table 4. According to the
perspective of communication quality, frequency of seller replies positively influences
the purchase decision of consumers (b = 0.073, p < 0.01). The marginal effect is 0.015,
which indicates that one more response from a seller to a consumer is associated with a
0.015 increase in the possibility of the purchase decision of the consumer. Therefore,
H3b is supported. We also determine that the speed of the first reply has significant
positive effects on the purchase decision of consumers. Therefore, H3a is supported.
However, the effect of the length of encounter is significantly negative because the
increase in the number of words in the dialogue indicates that a consumer may have
many questions about products. This scenario implies a high level of uncertainty.
Consequently, consumers do not make a purchase decision.

The estimation results in model 3 show that of the two communication content
variables, product quality-related contents have more significant effects on purchase
decision. Therefore, H4a is supported. However, the relationship between the purchase

Table 4. Estimation results for the effect of communication quality and contents

IV Model 3 Model 4
b se b se

Intercept −2.569*** 0.136 −2.467*** 0.138
Frequency 0.073*** 0.006 0.070*** 0.006
Speed −3.770E-05*** 6.090E-06 −3.74E-05*** 6.06E-06
Length −0.002*** 1.629E-04 −0.001*** 1.64E-04
Quality 0.378*** 0.062 0.316*** 0.069
Quality*RptDialogue 0.020 0.134
Fit -0.138* 0.072 −0.232*** 0.079
Fit*RptDialogue 0.388** 0.164
RptDialogue −0.483*** 0.093
Control variables – – – –

Service 1.559*** 0.067 1.559*** 0.067
CreditLevel 0.018 0.020 0.023 0.020
MemberLevel 0.172*** 0.035 0.174*** 0.035
ActiveLevel 3.150E-06** 1.530E-06 3.32E-06** 1.54E-06
Log-likelihood −4022.790 −4001.101
N 7291 7291
Pseudo R2(%) 12.78 13.25

*p < 0.1; **p < 0.05; ***p < 0.01
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decision of consumers and product fit-related contents is negatively significant at the
level of 10%. On the one hand, this scenario is observed probably because the infor-
mation on the other consumers’ experience provided by sellers cannot reduce the
uncertainty when consumers strongly doubt the level of fit between the product and
their preference. On the other hand, sellers may recommend other products to con-
sumers according to consumer preference; however, these recommended products are
unfamiliar to consumers, and consumer uncertainty is increased. Therefore, consumers
experience difficulty in making a purchase decision.

As the results of model 4 in Table 4 indicate, consumers who have repeated dia-
logues with sellers will reduce the probability of purchasing (b = −0.483, p < .01). The
interaction term between product quality-related contents and repeated dialogues is not
significant, which indicates that after first conversation, communicating with sellers
again and again will not reduce product quality uncertainty of consumers any more.
Product quality-related contents are contents about product attributes such as product
appearance, expiry date, ingredients. These contents are objective and easy to obtain
through product webpages or communicating with sellers. Once consumers acquire
information about these contents, talking about them again will not provide additional
information that may help to reduce uncertainty and make purchase decision. There-
fore, H5a is not supported. The empirical results in model 4 suggest that repeated
dialogues can mitigate the negative relationship between product fit-related contents
and consumers’ purchase decision (b = 0.388, p < .05). Unlike product quality-related
contents, product fit-related contents are more subjective and if there are chances to
hold more conversations, sellers are more likely to convince consumers about the fit by
using more relevant examples and detailed description.

6 Summary and Conclusion

6.1 Key Findings

This study analyzes the relationship between the use of IM, which is represented by
Wangwang, and the purchase decision of consumers by using the data from a skin care
product store. Our results show that consumers who use Wangwang tend to make a
purchase, and the effect of Wangwang use on purchase decisions is stronger for con-
sumers who are indirect visitors. During communication via Wangwang, fast and
frequent replies from sellers increase the likelihood that consumers will make purchase
decisions. Communication content related to product quality has positive effects on the
purchase decision of consumers, and the negative effect of product fit-related contents
to purchase decision will be mitigated if it is not the first conversation between con-
sumers and sellers.

This study contributes to the literature on consumer behavior in the following
points:

First, our research is different from the previous literature on the role of commu-
nication in promoting perceived interactivity and in building relationships to influence
purchase decision [3, 4]. We analyze the effect of communication between consumers
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and sellers on the basis of the contribution of communication in reducing uncertainty.
This effect may help in understanding the antecedents of online shopping decision from
a new perspective.

Second, secondary data are used for the first time to analyze the communication in
Wangwang dialogues through the cooperation of a store on Taobao.com.

Third, in addition to communication quality, we analyze the content of commu-
nication based on the classification of uncertainty in marketing literature into product
quality- and product fit-related contents. The effect of communication content is
explored, thereby providing evidence on uncertainty reduction theory.

6.2 Managerial Implications

This study has the following managerial implications:
First, communication between consumers and sellers is of vital importance, espe-

cially for consumers who have never been to the store before. Sellers could take
advantages of monitoring tools such as Shengyicanmou provided by Taobao.com or
other third party companies to identify a first visit, and let an experienced staff com-
municate with the consumer.

Second, sellers should reply to consumers as quickly as possible because a quick
reply can provide information in time before the uncertainty results in a negative effect.
Moreover, a quick response can leave consumers with a good impression of
high-quality service, thereby leading to a pleasant online shopping experience.

Third, sellers can convey rich and comprehensive information to consumers by
replying frequently, thereby helping to reduce uncertainty and turn information seekers
into consumers.

Fourth, sellers should realize that they still need other communication tools (e.g.,
online video) to help consumers make decisions by providing detailed information
because communication via Wangwang can effectively reduce product quality uncer-
tainty but not product fit uncertainty.

Last but not least, sellers can give more contents about the fit between products and
a consumer’s preference when the consumer starts several conversations. A conversa-
tion after another indicates that the consumer still considers purchasing the product
seriously. More product fit-related contents with relevant examples and detailed
description may look trustworthy, and thus the consumer is likely to be convinced that
this product matches his/her preference well.

6.3 Limitations

First, only PC-side browsing records in the store are available because of the privacy
policy of Taobao.com. Thus, we do not have mobile device-side data to estimate
model 1. The decision of consumers may be influenced by the difference (e.g., screen
size) between a PC and a mobile device. Thus, the estimated results may not match our
results.

Second, the demographic information of consumers such as age, gender is not
controlled when we analyze the relationship between communication and purchase
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decision (i.e., model 2). The demographic information may play a part in making a
purchase decision and may change the estimation results.

Third, the data analyzed in this study come from a store that sells skin care
products, which are typical experience products [24]. Consumers may rely on different
kinds of information when they buy other products. Thus, the findings of this study
may not be applicable in other contexts.
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Abstract. The number of electronic channels in the tourism industry has sig-
nificantly increased and led to substantial changes in consumers’ booking
behavior. The majority of extant research in this area addresses single travel
products that show a low level of complexity (e.g., airline tickets). This study
focuses on the role of product complexity by testing a research model on online
booking intention of high-complex travel products which have been less
investigated. The results show that for high-complex travel products, trust shows
a stronger positive impact on attitude towards online booking compared to
previous research. In contrast, perceived convenience of the Internet as a
booking channel shows no significant impact which differs from previous
findings on low-complex travel products. Attitude and subjective norm both
positively influence online booking intention. The results suggest that the role of
product complexity in drivers of online purchase intention should be revisited
and its potential moderating impact should be considered.

Keywords: Online booking intention � Trust � Convenience � Product
complexity � Tourism industry

1 Introduction

Few industries have experienced a similar transformation through Internet-based dis-
tribution as the tourism sector. The number of distribution channels in this industry has
significantly increased. Whereas travelers primarily interacted with traditional travel
agencies and tour operators prior to the availability of the Internet, online booking
channels nowadays have become a major distribution channel [1]. In particular, global
online third-party platforms established competition with traditional travel agencies [2].
At present, consumers use multiple channels if they decide on booking trips [3]. Recent
figures show the sharp increase of online and mobile channels at cost of traditional
offline channels. In Germany, the percentage of travelers who make travel bookings on
the Internet has increased from 28% to 69% during the time span from 2006 to 2016.
Similarly, the percentage of users who book via online travel agencies rose from 18% to
55%. In contrast, the portion of users who book via physical travel agencies decreased
from 61% to 34% within ten years [4]. In the UK, the percentage of users who book
travel products online increased to 79%, 50% use online travel agencies, 47% book via
airline or hotel websites, and 19% use physical travel agencies for travel booking [5].
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In the light of these developments, an understanding of what drives consumers’
selection of travel booking channels is important. Whereas e-commerce and informa-
tion systems research intensively investigated antecedents of online booking behavior
in general, still little is known about the role of product characteristics which are a key
factor in e-commerce. The majority of studies on antecedents of online travel booking
do not differentiate between various travel products and conduct research in the context
of single travel services, such as airline tickets or hotel reservations (e.g., [6–9]).
Several studies address the issue of product complexity in the tourism industry [10–13]
and conclude that complexity of travel products does not negatively affect intention or
successful completion of online booking. However, research in this area is still
fragmented.

The motivation of the study at hand is gaining first insights into Internet users’
drivers to select online channels for booking high-complex travel products as discussed
by [11]. These authors differentiate between products of low complexity, such as
flights, hotel rooms, and car rental and products of high complexity, e.g., land-based
vacations, cruises or tours. We seek to answer the following research question: What
are drivers of Internet users’ intention to book high-complex travel products online?

For this purpose, we developed a research model based on findings of research in
e-commerce and online tourism. Theory-wise, the model is built upon the theory of
planned behavior [14]. The research model is applied to online booking intention of a
high-complex travel product, concretely organized circular tours. Whereas booking
airline tickets or hotel rooms refers to one single service component, circular tours are a
bundle of different service components [15, 16] including flight, hotels, bus or rental
car, meals etc. The research model is tested with survey data. The results show that the
majority of the hypotheses are supported, yet some findings differ from extant research
in the context of low-complex travel products.

2 Literature Review

The tourism industry is a sector that has received major attention in information sys-
tems and e-commerce research. Travel products are strongly information-based,
meaning that the purchase decision is solely based on information whereas the con-
sumption takes place after the purchase at a different location [17]. Resulting from the
key role of information, the travel business has become affected by disintermediation
[18] once consumers were given the opportunity to access information on electronic
reservation systems online. Since then, the number of available booking channels has
largely increased and now encompasses online channels such as online travel agencies,
travel search engines, social media, or travel companies’ own websites in addition to
existing offline channels [5].

When it comes to the analysis of online booking channels and their drivers, several
antecedents have been identified. In an extensive literature review, [19] discuss 13
different antecedents of online purchasing, grouped into consumer, channel, and pro-
duct characteristics. Product characteristics encompass attributes such as price, reviews,
and variety whereas the channel-related factors refer to information and service quality,
trust, payment, and customer relationship [20]. Both product-related and channel-
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related factors have an impact on purchase intention that itself is driven by intention to
search for information in the particular channel [20]. Several studies investigate
influence factors of consumers’ perceptions and attitudinal beliefs, i.e., assessments of
the object in question, as drivers of online booking behavior. Attributes of online travel
agencies that are relevant to consumers are Web features such as booking flexibility,
full transaction phase support, or sorting options, user friendliness and security as well
as the possibility to find low fares [21]. Despite the advantages of online booking,
offline travel agencies enjoy perceived benefits such as the knowledge and experience
of the personnel, their friendliness, personal advice [22], helpfulness, favorable prices,
and the quality of holiday packages [23]. [24] show that consumers consider attributes
of offline and online travel agencies almost identically important. Also situational
factors influence the choice of the booking channel. For example, groups of individuals
rather choose a travel agency over the Internet than single individuals [25, 26]. Con-
sumers who are in time pressure tend to visit travel agencies or consult brochures to
speed up the booking process [3]. In the context of high-risk services, however, con-
sumers switch from online information search to offline booking [27].

Studies that address the role of product complexity in the online tourism setting
suggest that a high complexity of travel products does not pose a hurdle to online
booking. In an experimental setting, it could not be shown that online booking of
high-complex travel products causes more problems or booking errors than
low-complex travel products [10]. Considering travel product complexity an inde-
pendent variable, [12] finds no significant impact of this factor on online booking
intention. A study that compares a high-complex travel product with a low-complex
service product from the non-tourism context shows that, different from the primary
assumption, online purchase intention is even more likely for the high-complex travel
product [13]. [11] draw on travel purchase motivation and show that high-complex
travel products differ from low-complex ones in that the former are associated with
high informational motivation (i.e., higher need for provision of detailed information)
whereas the latter are related to transactional motivation (i.e., completing the booking
process).

3 Research Model

A large number of studies on drivers of consumers’ acceptance of online shopping sites
identifies trust as a key impact factor that shows a stronger impact on purchase
intention than for example perceptions of the price [28]. As [29] show, trust directly
and indirectly affects purchase intention by influencing attitude, which is in line with
the theory of planned behavior [14]. Also in the context of the tourism industry, the
important role of trust is demonstrated in various studies. Consumer trust in travel
products and online channels influences intentions to book online [30] as well as
loyalty [31]. As [32] show, trust is an important mediator that explains the indirect
effects of transaction security, navigation functionality, and cost effectiveness on
repurchase intention in the tourism industry. We therefore suggest:

H1: Trust in the Internet as a booking channel positively impacts attitude towards
booking high-complex travel products on the Internet.
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The Internet is particularly discussed as a channel that offers a maximum extent of
convenience to consumers. As research has shown, convenience plays a major role in
the formation of satisfaction with online shops and purchasing online [33, 34]. Studies
also show the strong impact of convenience on online purchase intention [35, 36]. The
importance of convenience for attitude towards online purchasing is also demonstrated
by studies in the context of travel products [9] where convenience is one of the major
drivers of customer satisfaction [7, 8]. Therefore we hypothesize:

H2: Perceived convenience of the Internet as a booking channel positively impacts
attitude towards booking high-complex travel products on the Internet.

Numerous studies on e-commerce draw on the theory of planned behavior [14] and
investigate attitude towards online purchasing as an antecedent of online purchase
intention. Also in the tourism context attitude towards online booking has been con-
firmed as a driver of online booking intention [8, 9, 37, 38]. Thus we propose:

H3: Attitude towards booking high-complex travel products on the Internet posi-
tively impacts intention to book high-complex travel products on the Internet.

Subjective norm is another established antecedent of behavioral intention according
to the theory of planned behavior [14]. In e-commerce research, subjective norm has
been investigated in numerous studies, achieving mixed results. Whereas some studies
show a significant impact of subjective norm (e.g., [39, 40]), others cannot confirm this
effect (e.g., [41, 42]). Also in the travel sector, research does not always show a
significant impact of subjective norm on online booking intention. Whereas [43] show
that the impact of subjective norm is contingent upon the cultural background, [44]
demonstrate a significant impact on the intention to stay loyal with an online reser-
vation system. Seeking to clarify the contradiction in the extant literature and assuming
a stronger role of the social context in high-complex travel products we hypothesize a
significant impact of subjective norm:

H4: Subjective norm on the Internet as a booking channel positively impacts
intention to book high-complex travel products on the Internet.

Figure 1 summarizes the research model graphically.
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Fig. 1. Research model
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4 Research Methodology

4.1 Measurement Items

All constructs included in the research model were measured with established multi-item
scales that were adapted from the literature and applied five-point Likert scales where 1
stands for “totally agree” and 5 stands for “totally disagree” (except for the attitude items
where answer categories ranged from e.g., “good idea” to “bad idea”). Three constructs
were built based on three measurement items; subjective norm was measured with four
items. The items for measuring convenience of booking high-complex travel products
online were adapted from [45] by referring to booking of circular tours. The items
measuring trust in the Internet as a channel for booking high-complex travel products
were adapted from [46, 47]. The items related to subjective norm were adapted from the
seminal paper by [48]. Finally intention to book high-complex travel products was
measured by the modified scale of [49] that was applied to organized circular tours.

4.2 Data Collection

The research design consists of a survey. Data collection took place by standardized
personal interviews with undergraduate and graduate students studying at an Austrian
university. Whereas student samples may be criticized for lack of representativeness
and potential resulting bias [50], this convenience sampling approach was chosen for
several reasons. First, this study seeks to gain first insights into the overall issue of
product complexity within a homogenous sample. Second, students are one of the
population groups with highest Internet usage intensity [51, 52]. Third, young people
are a large and quickly growing customer segment in the tourism industry that has
reached a global share of 20% [53]. Thus, like in other studies, the student sample can
be considered appropriate for the given purpose [54]. Prior to the survey a pre-test with
15 students was conducted, which resulted in minor changes in wording and question
order. In the survey 136 questionnaires were completed. After removing questionnaires
with incomplete answers, 122 questionnaires were used for data analysis.

The sample consists of 48.4% males and 51.6% females. The average age is 21.95
years with a standard deviation of 2.34 years. The majority (59.6%) is not employed,
31.2% are half-time employed, and 9.2% are fully employed. 85.2% study on the
bachelor level. A filter question assured that all respondents have traveled at least once
within the last 12 months from the time of the survey.

5 Results

5.1 Measurement Model

The test of the measurement model includes the analysis of consistency (Cronbach
alpha, composite reliability), convergent, and discriminant validity. All factor loadings
exceed the value of 0.5. All Cronbach alpha and composite reliability values are higher
than the recommended value of 0.7 [55]. The average variance extracted (AVE) is
higher than the recommended value of 0.5 [56]. The correlations among the latent
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variables are higher than the interconstruct correlations. The loadings of the individual
items on the corresponding variables are all above the recommended value of 0.5,
which meets the requirements for appropriate discriminant validity. The loadings range
between 0.798 and 0.942. Hence overall the measurement model is highly satisfactory.
Table 1 shows a description of the measurement items and their key reliability figures.

5.2 Structural Model

The research model was tested with Partial Least Squares (PLS) analysis using the
analysis software SmartPLS [57]. The PLS procedure was applied because according to
a Kolmogorov-Smirnoff test the variables are not normal-distributed. Further, the
sample size is rather small which makes PLS a more appropriate analysis method. The
test of the structural model includes the calculation of the path coefficients, the R-square
values of dependent variables, and the t-values. The latter were obtained by a boot-
strapping procedure with 100 cases and 1,000 samples and transferred into p values [58].

Table 2 shows the results of the PLS analysis along with the t-values and the
p-values of the path coefficients for the research model on online booking intention of
high-complex travel products. The R square values of the dependent variables are
0.435 for attitude towards booking high-complex travel products online and 0.338 for
intention to book high-complex travel products online.

Table 1. Measurement item description and reliability analysis

No. of
items

Mean SD Cronbach
alpha

Composite
reliability

AVE

Trust in Internet as
booking channel (TR)

3 2.614 .761 .864 .917 .786

Perceived convenience
of Internet as booking
channel (CONV)

3 2.330 .713 .824 .894 .738

Attitude towards online
booking of
high-complex travel
products (ATT)

3 2.331 .955 .858 .914 .779

Intention to book
high-complex travel
products online (INT)

3 2.893 1.122 .905 .940 .840

Subjective norm (SN) 4 2.771 .766 .816 .880 .648

Table 2. PLS analysis results

Hypothesis Path coefficient t-value p-value Hypothesis test result

H1: TR -> ATT .465 3.518 *** Supported
H2: CONV -> ATT .238 1.878 n.s. Rejected
H3: ATT -> INT .453 4.963 *** Supported
H4: SN -> INT .224 2.380 * Supported

***p < 0.001; *p < 0.05; n.s. not significant
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6 Discussion

The results show that attitude and subjective norm are significant predictors of online
booking intention of high-complex travel products. With a path coefficient of 0.453,
attitude is the more impactful antecedent of behavioral intention. Thus the results
confirm the notion of the theory of planned behavior and numerous findings in the
context of e-commerce research (e.g., [49, 59, 60]). Subjective norm turns out to be a
significant driver, yet to a lower extent (0.238) which is consistent with some previous
e-commerce studies (e.g., [39]) and contrasts with others (e.g., [42]).

Among the independent variables, trust shows a highly significant and very strong
impact on attitude towards booking high-complex travel products online (0.465). This
result is consistent with previous studies on the role of trust in online purchasing [61,
62] and the role of attitude towards online purchasing as a mediator between trust and
online purchase intention [29]. Also research in the tourism context shows a significant
impact of trust on online booking intention [63, 64]. Compared with these previous
studies that were conducted in the context of low-complex travel products (hotels,
airline tickets), the impact of trust is higher for the high-complex travel products.

An opposite finding is achieved on the other independent variable, convenience. In
the context of high-complex travel products, convenience turns out to be not significant
for attitude formation and online booking intention in the study at hand. This result
contrasts with previous studies on the impact of convenience in online booking of
travel products. Again, these studies largely investigated low-complex travel products
such as hotel reservations [6] or airline tickets [7] or do not address specific travel
products [8, 9].

Avenues of explaining the differences between the findings of related studies and
those achieved in the study at hand lie in the product complexity. In case of
high-complex travel products like circular tours [11, 65], various components are
combined that are not only less price-transparent [16], but also less standardized. For
instance, individual high-complex travel products may differ by destinations targeted
during the tour, hotel selection, group sizes, guides etc. As high-complex travel
products also offer a whole package of services, they are more expensive than single
travel components of low complexity.

In contrast to low-complex travel products, high-complex travel products are
expected to evoke a higher involvement of consumers. In such a setting, perceived
product risk [66] may be higher, because consumers may suffer from greater losses if
any problems with the product occur. The higher potential risks of damage caused by
difficulties in service delivery seem to make consumers more sensitive vis-à-vis the
Internet as a channel for booking high-complex travel products online. Moreover, trust
appears to become such important that other antecedents become irrelevant. If, for
example, a consumer does not sufficiently trust the Internet as a booking channel of
high-complex travel products, not even convenience can offset this lack of a necessary
prerequisite.

Derived from the noteworthy impact paths of drivers of online booking intention
for high-complex travel products, we conclude that the complexity of a travel product
can influence the strength of impact of attitude drivers that are known from
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e-commerce research. More specifically, we propose that complexity of the travel
product can moderate the impact of antecedents on attitude towards online booking.
A moderating impact of product complexity has already been shown in the context of
the impact of product recommendations on search behavior [67].

7 Conclusion

The study at hand empirically tested a research model on drivers of online booking
behavior of a high-complex travel product. The findings show that attitude is a strong
and subjective norm a medium-strong direct driver of online booking intention which is
consistent with the theory of planned behavior and related findings in e-commerce
research. When it comes to drivers of attitude, the findings show that the impact of
antecedents that are significant in the context of low-complex travel products is dif-
ferent in case of high-complex travel products. Whereas trust in the Internet as a
booking channel shows a very high positive impact on attitude, perceived convenience
of the Internet as a booking channel has no significant effect. The results therefore
suggest that the complexity of the involved product can alter the strength of impact of
antecedents that was shown in low-complex travel product contexts.

Like any research, this study has several limitations. One major limitation is the
small sample size and the convenience sampling method in the form of a student
sample. Whereas this sample is appropriate to gain first insights into the role of travel
product complexity, it is neither sufficiently large nor representative to draw any
conclusions on a general population. For this purpose, a replication of the study with a
larger sample size and the inclusion of further socio-demographic groups (especially in
terms of age and education) is necessary. A further limitation is the number of variables
included in the research model. For the sake of parsimony, further established variables
(e.g., stemming from the technology acceptance model) were not included, but could
have a significant or varying impact across travel products at different complexity
levels. Further, the study included only organized circular tours as an example of a
high-complex travel product. For stronger evidence on the potentially moderating
impact of product complexity, further travel products on varying degrees of complexity
should be included (e.g., low, medium, high). Finally, the study only considers online
channels without differentiating between stationary and mobile devices which gained
particular relevance recently [4]. Further research should thus consider more booking
channels and include mobile access devices.
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Abstract. As the amount of online content explodes, consumers have to make
a choice: either cut down their mobile data consumption or pay high overage
fees. We investigate a recent phenomenon whereby network service providers
are encouraging content providers to sponsor data for consumers. We analyze
this phenomenon using game theory within a setting of one monopoly mobile
network operator (MNO) and two competing content providers (CPs). Con-
sumers are heterogeneous in both data usage and in their preference for the CPs.
We find that the MNO’s optimal profit decreases as the consumers’ data cap
becomes larger, and the optimal pricing scheme is a two-part tariff without any
data caps.

Keywords: Data cap � Zero rating � Sponsored data � Two-part tariff

1 Introduction

With the development of data-intensive internet services, consumers’ mobile data
quotas can easily be exhausted by, for example, watching a few HD videos. According
to Cisco’s Visual Network Indexing, mobile data traffic will grow 10-fold from 2014 to
2019 at a compound annual growth rate of 57%, which is three times faster than
broadband network. By 2019, there will be 5.2 billion global mobile users and 11.5
billion mobile-ready devices and connections (Cisco 2015). The whole world is going
mobile.

The mobile network operators (MNOs), such as Verizon, AT&T, and T-Mobile,
would like this trend to continue: increased data consumption begets newer types of
content from innovative content providers (CPs), such as Netflix and Spotify, which in
turn encourages consumers to consume more. Consumers, meanwhile, are becoming
more conscious about their data consumption, as their monthly cellphone charges are
becoming increasingly large. In view of this, the MNOs have recently proposed a plan
to transfer at least a fraction of the data bill from the consumers to the CPs. In their
2014 Developer Summit, executives of AT&T introduced “Sponsored Data”, also
called 1-800-DATA, which allows eligible 4G customers to enjoy more mobile content
and apps over AT&T’s wireless network without having their consumption counted
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towards their monthly data plans. One year after their proposal, 10 companies have
signed up and AT&T is looking for more.1 Other examples include Amazon which
pays AT&T for the wireless connectivity that allows it to deliver electronic books to
people free of connectivity charges to its Kindle readers.2 ESPN has had discussions
with at least one major U.S. carrier to subsidize wireless connectivity on behalf of its
users.3 Verizon too has confirmed to join AT&T in charging companies for sponsored
data at the end of 2015.4 Customers of T-Mobile started enjoying free music from top
streaming services, including Spotify, Pandora, iTunes Radio, etc. since 2014 (Gryta
2014). In November 2015, they launched a new service called Binge On that offers
consumers free streaming video from forty-two providers – Netflix, Amazon, Hulu,
HBO, among others – without using their data plans (Gryta and Knutson 2015).
Although sponsored data is a relative newcomer to the U.S. cellular market, it has
actually been used in other venues and regions for some time in the form called “zero
rating”. Since 2010, Facebook has worked with more than 50 mobile operators in 45
countries and territories to provide a stripped-down text-only version of its mobile
website with zero data charges.5 Later in 2012, eBay joined a growing list of top
shopping and e-commerce sites that can be found on the inflight internet service
provider Gogo’s multimedia platform, which offers passengers of airlines such as Delta
and Virgin America free access to eBay.6 This partnership with Gogo allows customers
of eBay to shop more than 300 million listings on the website without worrying about
data usage while traveling above 10,000 feet. Google gives users in select countries the
freedom to use Google Search, check Gmail and socialize with Google Plus without
incurring any data fees through Google Free Zone since 2013.

While being quickly applauded by many consumers, such a business model has
been criticized by advocators of net neutrality (Cheng et al. 2011, Economides and
Hermalin 2012), who contend that it puts small businesses and developers at a distinct
disadvantage to their deeper-pocketed counterparts who can pay to exempt their traffic
from consumers’ bills in a tiered mobile internet. Such a development, they feel, would
hurt innovation in mobile internet in the long run. They are also concerned that Internet
service providers (ISP) could also use its position as a gatekeeper to pick winners and
losers online, which would distort competition. Telecom companies, however, argue
that this subsidization model does not violate the principle of net neutrality since
sponsored data is transmitted without priority over non-sponsored data. Others claim
that AT&T’s double dipping, or two-sided billing, actually places more burden on
content providers by compelling them to incur an additional cost just to get their

1 http://arstechnica.com/business/2015/01/att-has-10-businesses-paying-for-data-cap-exemptions-and-
wants-more/.

2 https://gigaom.com/2012/07/24/amazon-limits-monthly-kindle-browsing-over-3g-to-50-mb/.
3 http://www.wsj.com/articles/SB10001424127887324059704578473400083982568.
4 https://www.washingtonpost.com/news/the-switch/wp/2015/12/10/verizon-to-start-offering-sponsored-
data/.

5 http://techcrunch.com/2010/05/18/facebook-launches-0-facebook-com-a-mobile-site-that-incurs-zero-
data-fees/.

6 http://thenextweb.com/us/2012/08/13/in-flight-wifi-company-gogo-now-offers-delta-virgin-america-
customers-free-access-ebay/#gref.
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content delivered to customers.7 There are yet others who are concerned that satisfied
with “free” access to a walled garden of chosen services, people who rely on sponsored
data may never move to “real” Internet access.8 India just blocked Facebook’s Free
Basics internet which provides free content to people who don’t have access to internet.
This included selected local news, weather forecasts, the BBC and some health sites.
However, the Telecom Regulatory Authority of India rules that “no service provider
shall offer or charge discriminatory tariffs for data services on the basis of content”.9

In this paper, we analyze this new pricing model in cellular networks within a game
theoretical framework. We derive the incentive and solutions for the MNO to optimize
its profit under different scenarios where there are multiple CPs who can choose
whether or not to participate in sponsored data. We find that the MNO’s optimal profit
is lesser when consumers have a data cap and the optimal pricing scheme is a two-part
tariff without any data cap, in other words, a usage-based pricing plus a fixed access
fee. This pricing structure has been adopted by some industry pioneers. Google Fi,
which is a mobile virtual network operator (MVNO) owned by Alphabet, charges users
$20/month for connectivity and $10/GB of data consumed (Womack and Moritz 2015).
At the end of the month it refunds consumers for any data purchased but not used.
Republic Wireless, another MVNO, also announced a similar offer (Goldstein 2015).

A unique feature of our model is that we allow both individual usage heterogeneity
and horizontal preference differentiation by using a two-dimensional Hotelling model.
Consumer heterogeneity on both dimensions plays a significant role in the profits that
the MNO and the CPs make, which directly affects the strategy they choose for
sponsoring data. Our model allows us to capture this market reality.

2 The Model

A monopolistic mobile network operator (MNO) provides mobile network access to
consumers. In order to get access to the network, consumers have to pay a fixed
up-front fee F which is the same for all customers. There’s a data cap K under which
customers can consume as much wireless data as they want without being charged any
additional fee. However, if the amount of data they consume exceeds the data cap,
over-used data will be charged at price p per unit of data. There are two content
providers (CPs), L and H, who provide online content through the MNO’s network to
consumers for free and generate revenues from advertisers who want to reach these
consumers. Let rL and rH denote the average revenue per unit (ARPU) of L and H,
respectively. Without loss of generality, we assume rL\rH , which means that content
provider H is better than L in generating profit. Consumers choose their preferred CP to
consume the online content.

7 http://www.forbes.com/sites/ewanspence/2012/02/27/att-looking-to-double-dip-on-mobile-data-char
ges/#1800acc372f6.

8 http://www.theverge.com/2014/1/6/5280566/att-sponsored-data-bad-for-the-internet-the-economy-and-
you.

9 http://www.thehindu.com/sci-tech/technology/internet/trai-rules-in-favour-of-net-neutrality/article82
09455.ece.
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In order to attract more consumers and increase market share, content providers can
participate in sponsored data plans by paying the overage bill for consumers.
Depending on whether content provider L and/or H participate in sponsored data plans,
there are four cases: Case 1 – neither content provider sponsors data, Case 2 – only
content provider L sponsors data, Case 3 – only content provider H sponsors data, Case
4 – both content providers sponsor data. We discuss each case in the following sub-
sections. Table 1 summarizes all the cases with pL and pH denoting the profit of L and
H respectively and the superscripts referring to the various subcases that we encounter
depending on the prevailing market conditions.

In our model, consumers are heterogeneous in two dimensions, individual prefer-
ence for content provider (denoted by x) and amount of data consumption (denoted by
k). Let the consumers’ ideal content provider be uniformly distributed on a horizontal
line segment [0, 1] with content provider L located at 0 and H at 1. Denote k to be the
lowest data consumption of consumers and �k the highest. Without loss of generality,
we normalize k; �k½ � to [0, 1]. Thus each consumer can be represented with a tuple x; kð Þ,
and they are uniformly distributed in a unit square. We assume that the MNO has full
market coverage, so every consumer in the square consumes wireless data from MNO.

The MNO’s profit composes of two parts: fixed fee F from all consumers and
overage fee charged for data consumption exceeding K, either from the consumers
when there is no sponsored data or from the content providers when there’s sponsored
data. Therefore MNO’s profit is

pMNO ¼
Z 1

0

Z 1

0
Fþ k � Kð Þþ p� �

dkdx ¼ Fþ p
2

1� Kð Þ2 ð1Þ

2.1 Case 1: Neither CP Provides Sponsored Data

When no content provider participates in sponsored data, consumers have to pay for
data usage over the cap by themselves. A consumer’s net utility from consuming online
content by either content provider L or H depends on one’s individual preference, the
distance of one’s preferred provider (i.e., either L or H) from one’s ideal, and the
amount of data one consumes. Let parameter t measure the unit transportation cost of
the deviation from a consumer’s ideal content in the Hotelling framework (Hotelling
1929). Following Mendelson (1985), we denote V kð Þ to be the gross value function of

Table 1. Summary of four cases

Strategy of CP CP H
Not sponsoring Sponsoring

CP L Not sponsoring Case 1: p1L; p
1
H Case 3A: p3AL ; p3AH

Case 3B: p3BL ; p3BH
Sponsoring Case 2A: p2AL ; p2AH

Case 2B: p2BL ; p2BH

Case 4A: p4AL ; p4AH
Case 4B: p4BL ; p4BH
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a consumer when k unit of data is consumed. V kð Þ is twice differentiable and strictly
concave. Each consumer is charged a fixed up-front fee F to get access to the network.
Therefore the utility function for an arbitrary customer x; kð Þ who chooses content
provider L is

U1
L x; kð Þ ¼ V kð Þ � Fþ k � Kð Þþ p� �� xt ð2Þ

and

U1
H x; kð Þ ¼ V kð Þ � Fþ k � Kð Þþ p� �� 1� xð Þt ð3Þ

if content provider H is chosen. Setting these two utility functions equal, we get the
marginal consumer line x� ¼ 1

2. Consumers on the left of this line choose L, while
consumers one the right choose content provider H. Market share is allocated equally
between L and H and is shown in Fig. 1.

Revenues of the CPs come from advertisers paying for the consumers’
click-throughs and we assume that all other costs for the CPs are sunk cost and are
normalized to zero. Thus profits for content provider L and H are

p1L ¼
Z 1

2

0

Z 1

0
rLkð Þdkdx ¼ 1

4
rL ð4Þ

p1H ¼
Z 1

1
2

Z 1

0
rHkð Þdkdx ¼ 1

4
rH ð5Þ

In order to cover the entire market, the MNO has to make the utility of every
consumer nonnegative. The MNO’s profit-maximization problem therefore is

Fig. 1. Market share under Case 1
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max
F;p

Fþ p
2 1� Kð Þ2

s:t:U1
L x; kð Þ� 0 for 0� x� 1

2 ; 0� k� 1;

U1
H x; kð Þ� 0 for 1

2\x� 1; 0� k� 1;

F� 0; p� 0:

ð6Þ

The first two constraints are participation constraints for consumers of L and H,
respectively. These constraints ensure all the consumers’ utilities to be nonnegative.
Solving the MNO’s problem, we have the following result.

Proposition 1 (MNO’s Pricing Strategy): When neither content provider sponsors
data, the overage price charged by MNO increases in the data cap. MNO’s profit
decreases in both the unit transportation cost and the data cap.

Proof. Available upon request.
The solution of Proposition 1 shows that the fixed up-front fee is determined by the

consumer with the lowest utility in the market, located at 1
2 ; 0
� �

. This consumer incurs the
highest transportation cost and consumes the least amount of data and is indifferent
between joining the network and not joining it. High unit transportation cost hurts the
utility of this consumer. To ensure the participation of this consumer, the up-front fee
decreases as the unit transportation costs get higher, which in turn lowers the MNO’s
profit. If the MNO sets the data cap at a high level, the consumers would be allowed to
consume a large amount of data without being charged an overage fee. To maintain the
same level of profitability, theMNOwould set a high price for data usage above the cap to
more effectively extract the surplus from the heavy users. However, our analysis actually
suggests that in order to maximize profit, the MNO should set the data cap as low as
possible. In other words, a pure usage pricing without any data cap would maximize the
MNO’s profit under this case. The intuition is quite straightforward – charging users for
every bit they consume allows the MNO to perfectly discriminate between all the con-
sumers. Therefore, there won’t be “free” data (i.e. under the cap) anymore.

2.2 Case 2 and Case 3: Only One CP Provides Sponsored Data

When one of the CPs provides sponsored data, consumers who choose this CP will not
pay for the overage fee if their data consumption exceeds the cap. The MNO simply
transfers the bill for overage data to this CP. Thus, some consumers who used to
consume content from the other CP would switch to this one in order to get free data
although the other CP might fit them better. In this section we illustrate the case when
only CP L provides sponsored data as Case 2. The case when only CP H sponsors data,
denoted as Case 3, is interchangeable.

The utility function for an arbitrary consumer x; kð Þ becomes

U2
L x; kð Þ ¼ V kð Þ � F � xt ð7Þ
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if she consumes content from CP L, and

U2
H x; kð Þ ¼ V kð Þ � Fþ k � Kð Þþ p� �� 1� xð Þt ð8Þ

if she chooses CP H. So when 0� k�K, the marginal line is x ¼ 1
2; when K\k� 1,

the marginal line is k ¼ 2t
p xþK� t

p. L captures more market share than H since the

heavy users of H cannot afford the high overage price and are willing to bear a little
more disutility (in terms of fit) to get the free data after switching over to L. As the
overage price p charged by the MNO increases, the slope of the marginal line 2t

p

declines. Depending on whether p� t
1�K or p[ t

1�K, there are two subcases when only
content provider L sponsors data.

2.2.1 Case 2A: p� t
1�K

When the overage price charged by the MNO is not too high, the market share of L and
H can be shown as in Fig. 2.

Revenue for content provider L comes from consumers’ click-throughs, however, L
also bears the cost of sponsoring data. The profit of L thus is

p2AL ¼
Z 1

2

0

Z K

0
rLkð Þdkdxþ

Z 1
2

0

Z 1

K
rL � pð Þkdkdxþ

Z 1

K

Z pk
2t�pK

2t þ 1
2

1
2

rL � pð Þkdxdk ð9Þ

Since H does not sponsor data, the profit for H is

p2AH ¼
Z 1

1
2

Z K

0
rHkð Þdkdxþ

Z 1

K

Z 1

pk
2t�Kp

2t þ 1
2

rHkð Þdxdk ð10Þ

Compared to Case 1, the profit of H decreases because part of its market share is
captured by L. However, H still makes a nonnegative profit. To make L sponsor data,
the MNO has to guarantee that L makes no less profit than when it does not sponsor
data. Thus, the MNO’s problem becomes:

Fig. 2. Market share under Case 2A
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max
F;p

Fþ p
2 1� Kð Þ2

s:t: U2
L x; kð Þ� 0 for 0� x� 1

2 ; 0� k�K; or 0� x� pk
2t � pK

2t þ 1
2 ;K� k� 1;

U2
H x; kð Þ� 0 for 1

2\x� 1; 0� k�K or pk
2t � pK

2t þ 1
2 � x� 1;K� k� 1;

p2AL � 1
4 rL;

F� 0;

0� p� t
1�K :

ð11Þ

The first two constraints are participation constraints for consumers of L and H,
respectively. The third constraint is the participation constraint for L to sponsor data.

2.2.2 Case 2B: p[ t
1�K

When the overage price charged by the MNO gets higher, L captures more market
share of its competitor and the market shares of L and H can be shown in Fig. 3.

Profit for content provider L becomes

p2BL ¼
Z 1

2

0

Z 1

0
rLkð Þdkdxþ

Z 1

1
2

Z 1

K� t
pþ 2t

pð Þx
rLkð Þdkdx

�
Z 1

2

0

Z 1

K
pkð Þdkdx�

Z 1

1
2

Z 1

K� t
pþ 2t

pð Þx
pkð Þdkdx

ð12Þ

The profit of H is given by

p2BH ¼
Z 1

1
2

Z K� t
pþ 2t

pð Þx
0

rHkð Þdkdx ð13Þ

Fig. 3. Market share under Case 2B
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The MNO’s profit-maximization problem is as follows:

max
F;p

Fþ p
2 1� Kð Þ2

s:t: U2
L x; kð Þ� 0 for 0� x� 1

2 ; 0� k� 1; or 1
2 � x� 1;K� t

p þ 2t
p

� �
x� k� 1;

U2
H x; kð Þ� 0 for 1

2\x� 1; 0� k�K� t
p þ 2t

p

� �
x;

p2BL � 1
4 rL;

F� 0;

p[ t
1�K :

ð14Þ
Again, the first two constraints are participation constraints for consumers of L and

H, respectively. The third constraint is the participation constraint for L to sponsor data.
Solving the MNO’s problem, we have the following result.

Proposition 2 (MNO’s Strategy): When only L sponsors data, the overage price
charged by the MNO and the MNO’s profit decrease in unit transportation cost and
data cap. MNO’s optimal pricing strategy is two-part tariff without data cap.

Proof. Available upon request.
The consumers’ unit transportation cost affects the fixed up-front fee in the same

way as in Case 1. Furthermore, higher unit transportation cost implies higher switching
costs for consumers, which makes sponsored data less attractive for those loyal con-
sumers who prefer the CP without sponsored data. This makes it more difficult for the
sponsoring CP to compete for market share by providing sponsored data and leads to a
lower overage price he can afford, thus hurts profit of MNO who prefers the highest
feasible overage price. Contrary to Case 1, the overage price charged by MNO actually
decreases in data cap. The reason is that with a larger data cap, the market share left for
CPs to compete by sponsoring data is diminished. This makes it less attractive for CPs
to provide sponsored data and the affordable overage price for CPs also drops, which in
turn lowers the surplus that the MNO can extract.

Under Case 3, H provides sponsored data instead of L. This Case is symmetric to
Case 2 except that H has a higher ARPU, and therefore has the incentive to pay for a
higher overage price charged by MNO. Under this case, we have similar results for the
MNO’s optimal strategy, i.e. a two-part tariff without a data cap is optimal.

2.3 Case 4: Both CPs Provide Sponsored Data

When both content providers sponsor data, consumers will not have to pay the overage
fee if the amount of data they consume exceeds the data cap no matter which CP they
choose. Therefore, the utility function for an arbitrary customer x; kð Þ is

U4
L x; kð Þ ¼ V kð Þ � F � xt ð15Þ
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if she chooses L and is

U4
H x; kð Þ ¼ V kð Þ � F � 1� xð Þt ð16Þ

if she chooses H. The market share of content provider L and H is the same as in
Case 1. Each consumer will stick with their preferred content provider and the marginal
consumers still locate on the line x� ¼ 1

2. The following figure shows market share of
content provider L and H under Case 4 (Fig. 4).

The profit for content provider L is

p4L ¼
Z 1

2

0

Z 1

0
rL � pð Þkdkdx ¼ 1

4
rL � pð Þ ð17Þ

And the profit for content provider H is

p4H ¼
Z 1

1
2

Z 1

0
rH � pð Þkdkdx ¼ 1

4
rH � pð Þ ð18Þ

2.3.1 Case 4A: p� t
1�K

The MNO’s profit-maximization problem is as follows:

max
F;p

Fþ p
2 1� Kð Þ2

s:t: U 1
2 ; 0
� � ¼ V 0ð Þ � F � 1

2 t� 0;
1
4 rL � pð Þ� 1

4 rL 2� K2� �� rLrH
12t K3 � 3Kþ 2

� �
;

1
4 rH � pð Þ� 1

4 rH 2� K2� �� rLrH
12t K3 � 3Kþ 2

� �
;

F� 0;

0� p� t
1�K :

ð19Þ

Fig. 4. Market share under Case 4
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The first constraint is consumers’ participation constraint. Similar to Case 1, the
consumer with lowest utility is located at 1

2 ; 0
� �

since she consumes the least amount of
data but incurs highest transportation cost. The second and third constraints are the
participation constraints for content provider L and H, respectively.

2.3.2 Case 4B: p[ t
1�K

The MNO’s profit-maximization problem is as follows:

max
F;p

Fþ p
2 1� Kð Þ2

s:t: U 1
2 ; 0
� � ¼ V 0ð Þ � F � 1

2 t� 0;

1
4 rL � pð Þ� 1

4 rL �
rLð1�K2Þp�3B
4 rH�p�3Bð Þ ;

1
4 rH � pð Þ� 1

4 rH � rHð1�K2Þp�2B
4 rL�p�2Bð Þ ;

F� 0;

p[ t
1�K :

ð20Þ

Proposition 3 (MNO’s Strategy): When both CPs sponsor data, the overage price
charged by the MNO and the MNO’s profit decrease in the unit transportation cost and
data cap. The MNO’s optimal pricing strategy is a two-part tariff without data cap.

Proof. Available upon request.

3 Summary and Conclusion

We analyze the pricing scheme for a monopoly mobile network operator and two
content providers who might subsidize consumers by providing sponsored data. We
incorporate consumer heterogeneity in two dimensions, namely data usage and hori-
zontal preference for the two CPs, by applying a two-dimension Hotelling model. We
find that the current nonlinear pricing scheme of having a fixed fee for data consumption
up to a limit or cap might not be optimal for the MNO. The MNO can actually extract
more surplus from consumers by removing the cap. Such a pricing structure has actually
been adopted by several industry pioneers (Womack and Moritz 2015, Goldstein 2015).
Our finds have managerial implications for network operator practitioners.
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Abstract. During the last few years, charitable crowdfunding has become an
increasingly popular method of online fundraising for personal and charitable
causes. Many such crowdfunding platforms encourage and facilitate the use of
online word of mouth (WOM) through social networks and social media, to
spread the word about the crowdfunding campaigns. While online WOM is
commonly used to share information about crowdfunding campaigns, there is
hitherto limited understanding as to whether or how this information sharing
affect individuals’ contribution behavior or the outcome of crowdfunding
campaigns. In this study, using a unique dataset from 590 crowdfunding cam-
paigns observed over 12 days, we examine to what extent, and how quickly
online WOM affect the rate of contributions. In addition, we explore the effect of
different phases of fundraising (over time or as they approach their target goals)
and of the coverage of the campaigns in major online news websites.

Keywords: Charitable crowdfunding � Social media � Online WOM �Word of
mouth

1 Introduction

Over the past few years, crowdfunding platforms have been used increasingly to raise
funds for charitable causes. Although crowdfunding was developed and used initially to
fund creative and for-profit projects (e.g., music and video game projects on Kickstarter:
Agrawal et al. 2013, Lehner 2013), new platforms, including GoFundMe, CrowdRise,
and DonorChoose have been developed primarily to raise funds for individuals with
personal needs. Currently, the largest crowdfunding website in the world (based on the
number of visitors) is the donation-based website GoFundMe.com which has raised over
$1 billion (www.gofundme.com). Four out of ten of the most popular platforms are
devoted primarily to personal or donation-based fundraising (based on Alexa & Com-
pete web traffic data reported on www.gofundme.com). Despite the increasing growth
and widespread use and popularity of such platforms, there is limited understanding in
the literature as to how campaigns raise money on the platforms.

Crowdfunding platforms often facilitate and encourage “sharing the campaign”
with others through social networks. For example, GoFundMe recommends Facebook
as “the absolute best way to reach out to those closest to you,” and claims that sharing
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the campaign on Facebook increases donations by 350%.1 Nonetheless, up to an
estimated 40% of organizers (based on our sample) do not share their campaigns on
Facebook. Few studies have explored the relationship between online “sharing” (i.e.,
online/electronic word of mouth) and the outcome of crowdfunding campaigns espe-
cially in the context of personal and charitable crowdfunding. Furthermore, the existing
studies do not agree on the effect of various means of WOM.

Using a unique set of panel data from 590 crowdfunding campaigns observed over
48 periods of 6 h each, we examine how online word of mouth (WOM) affects con-
tribution behaviors. Specifically, we estimate to what extent, and how quickly, Face-
book shares and Twitter posts affect the rate of contributions. In addition, we explore
the effect of different phases of fundraising (over time or as they approach their target
goals) and the impact of the coverage of campaigns in major online news websites.
Finally, we examine and control for the effect of previous campaign contributions
(reinforcement or substitution effect).

2 Theoretical Background

2.1 WOM, Awareness and Social Influence

WOM on social media and social network platforms (hereafter called social platforms)
play a role in charitable giving through two different mechanisms: (a) by creating
awareness and (b) through social influence. Awareness has been well recognized as the
first step in the charitable giving decision process (Guy and Patten 1989; Snipes and
Oswald 2010). The popularity of social platforms have enhanced the efficiency and
effectiveness of communication, by providing a means to reach a large audience at a
low cost. These platforms have enabled individuals to contribute to charitable causes
using their social capital. Even those who do not donate directly to the charitable cause
can contribute towards it by spreading the word and informing potential donors about it
through social platforms.

In addition to awareness, social platforms can create social influence or facilitate
donors’ social objectives. Social objectives, such as reputation and desire for respect or
social acclaim, have been theoretically and experimentally shown to positively affect
people’s motivation to donate. Harbaugh (1998) and Bénabou and Tirole (2005) the-
oretically modeled how desire for prestige and social reputation influences donors’
behaviors. Saxton and Wang’s (2014) study suggested that “social network effect takes
precedence over traditional economic explanations” in charitable giving within a social
network. Similarly, Castillo et al.’s (2014) experiments demonstrated how public
announcement of donations on an online social network affect friends’ donations.
These public announcements are seen as a soft ask (diffuse ask) to many friends on the
social platform, which might motivate donation by creating an indirect social pressure.

We investigate three main channels through which campaigns raise awareness or
create social influence: (1) online WOM channels (e.g., Facebook and Twitter), (2) off-
line WOM channels (e.g., face-to-face conversations), and (3) mass media (e.g., news

1 http://support.gofundme.com/hc/en-us/articles/203604494-6-Steps-to-a-Successful-Campaign.
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and broadcasts). We hypothesize that these channels affect the intention to donate
positively by increasing the awareness about the campaigns or by creating social
influence or by enhancing donors’ social objectives.

2.2 WOM and Donation-Based Crowdfunding

Crowdfunding platforms, both for-profit (reward-based) and donation-based, help raise
monetary contribution from many individuals in two forms: (1) by facilitating making
an open call to the public to raise monetary contributions, and (2) by managing the
transfer and collection of the funds. These platforms offer a web-based space for a
project/campaign where the organizers describe the investment opportunity or the need.
Many platforms also facilitate and encourage communicating the project/campaign
through social platforms as well. However, few large-scale studies have empirically
demonstrated the effect of sharing on social platforms on the contribution to
crowdfunding.

Lu et al.’s (2014) study was the first to report that the number of posts on Twitter
(i.e., tweets) about a project on Kickstarter was correlated positively with the outcomes
of the project’s fundraising efforts. However, they claimed that the correlations were
“primarily due to the fact that if a project is more persuasive to intrigue authors in
social networks to discuss it (either by social promotions or external stimulations), it is
more attractive to investors.” Thies et al. (2014) observed that an increase in the total
number of daily Facebook posts (shares) about a crowdfunding campaign had a pos-
itive effect on the number of backers (funders) on the following day, while they
observed either no effect, or a negative effect, for daily tweets. The data used for their
study were collected from Indiegogo. The authors proposed that because those who
fund successful projects typically receive some form of reward (or return on their
investments), financial incentives (e.g., minimizing the uncertainty of backing a pro-
ject) might influence a funder’s sharing and investing behavior. To the best of our
knowledge, the only study that has focused on the effect of online WOM in
donation-based crowdfunding is that of Hong et al. (2015). These authors found
empirical evidence to support the hypotheses that an increase in the number of Face-
book shares only had positive effects on “public good” (e.g., charitable) campaigns,
while tweets only affected “private good” (e.g., creative product) campaigns positively.
The proposed hypotheses were based on the assumption that Facebook users are more
responsive to desirable behaviors in a social group, such as donations to charity, while
Twitter users are more responsive to consumer goods and services.

2.3 Perception of Urgency

The literature on charitable giving has established a positive effect of the perception of
urgency on giving behavior Sargeant (1999). In addition to campaigns’ inherent
characteristics, the passage of time and funding progress might affect the perception of
urgency. We hypothesize that as campaigns become “older” on the platform, or as they
approach their target goals, they are perceived to be less urgent. Therefore, both time
and funding progress are expected to affect perceived urgency negatively and conse-
quently, reduce the intention to donate.
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3 Data

We collected a comprehensive set of information on 590 crowdfunding campaigns
from GoFundMe, a donation-based (as compared to reward-based) crowdfunding
platform that allows people to raise money for personal causes (e.g., medical expenses,
education costs, funerals, and memorials) or charities. Users can create their own
campaign webpages to describe why they raise money, how much money they need to
raise, and can post updates about the cause. The data were collected from multiple
sources. First, each campaign’s information, including its description, organizer, target
goal, and information about all contributions, was collected every 6 h using a
web-crawler application that we developed. Second, a Twitter streaming API was
established to collect complete information on each post (and its writer) for each
campaign. Third, the number of Facebook shares about each campaign during each
period was collected using a Facebook API embedded in the crowdfunding platform.
Fourth, a separate web-crawler application was developed to collect information about
any news coverage of each campaign by any of the online news websites indexed by
Google News, during each period.

The majority of crowdfunding campaigns on GoFundMe raise money for personal
causes, such as covering medical costs. The target goals of most campaigns (the total
amount of money requested from the crowd) are somewhere between several hundreds
and several thousands of dollars. While more than 90% of campaigns in our dataset
raised less than $500, a few attracted tens of thousands of dollars.

3.1 Campaign Characteristics

The goals of the campaigns varied significantly in urgency, ranging from non-urgent
(e.g. an educational trip) to life threatening conditions (e.g. a critical surgery). More-
over, the campaigns might have been setup by people with varying levels of experience
or different numbers of friends or followers on social networks. Such characteristics of
a campaign affect its popularity and attractiveness both to funders and other people who
visit the campaign’s’ webpage. To control for the urgency of the causes, fundraisers’
experience, and all other time-invariant factors, we collected multiple observations for
each campaign and employed a fixed effect (within effect) panel data model.

3.2 Time and Funding Progress

All of the campaigns in our dataset were started on the same day, January 18, 2016: this
decreased the effect of seasonal or time-dependent factors, and facilitated examining
and controlling for them. In addition, it allowed us to observe these campaigns from
their inception. The largest number of contributions is typically made in the first day of
a campaign, and thereafter, the number of contributions decrease exponentially over
time. Overall, approximately 95% of contributions are made during the first week of a
campaign.

In order to visually examine how contribution rates changed as campaigns
approached their goal, we first chose all campaigns which reached at least 30% of their
goals (78 campaigns). For each of these campaigns, we then plotted the cumulative
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contribution as a function of time. While we observed varying patterns of progress, the
most frequently observed pattern was a “bursty” starting phase followed by a long
period of nearly flat cumulative contributions. We did not observe a “bursty” final
phase such as the one reported by Lu et al. (2014) for Kickstarter campaigns.

3.3 Online Word of Mouth

We measured online WOM using the two sources: shares on Facebook and tweets. The
distribution of both the number of Facebook shares and tweets about campaigns were
extremely skewed. Similar to the number of contributions, online WOM factors
decreased sharply after the first few days. The total number of contributions, Facebook
shares and tweets were correlated strongly and positively. These correlations might be
caused by campaigns’ characteristics (e.g. urgency) or time trends, to a large extent.

3.4 Mass Media

Crowdfunding campaigns have been increasingly covered by online mass media and
news websites. Broadcasting to a large audience could increase public awareness about
the campaign and therefore increase the number of potential funders. During our data
collection period, we periodically collected information about any news coverage of
each campaign by major online news websites. We developed a web-crawler appli-
cation to collect every news article related to GofundMe campaigns within Google
News. While at least ten articles referring to different GofundMe campaigns were
published every day, few of them referred to campaigns that were included in our data
(note that all the 590 campaigns in this study were created on a specific day and several
hundreds of such campaigns are created every day). These campaigns were excluded
from our collection. We also removed one campaign that was mentioned in a live news
channel.

3.5 Offline Word of Mouth

Besides online word of mouth (social media) and news articles (mass media) about a
campaign, offline word of mouth could increase awareness about the campaign, and
therefore affect both contributions and online word of mouth. To control for this effect
in our model, we assumed that some potential funders or advocates would have heard
about a campaign through offline word of mouth and, then visit the campaign web page
to donate and/or share a post about the campaign on social media. Translating this into
our fixed effect model, offline conversations during a time period t−1 affect both
contribution and sharing in the next period, t. This assumption is realistic if the length
of each time period is small. Therefore, both the number of posts on social media about
a campaign and contributions in time period t might be affected with (unobserved)
offline word of mouth about the campaign at time t−1. To control for this effect, and
consistent with the literature (Thies et al. 2014 and Hong et al. 2015), we modeled the
effect of online word of mouth in previous periods on the contributions in the current
period.
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4 Empirical Model

In order to control for unobservable, time-invariant campaign characteristics (including
inherent urgency of campaign’s goal and fundraiser’s experience), we collected mul-
tiple observations for each campaign (at different periods). This allows us to model the
changes in campaigns’ observable time-variant characteristics while controlling for
unobservable time-invariant factors. Table 1 define and describe the main variables in
the constructed panel data.

We, then, employed a fixed effect (within effect) panel data model (Eq. 1) to
estimate the model coefficients. The estimators in fixed effect modeling, which is
equivalent to introducing a dummy variable for each campaign, are not affected by the
heterogeneity of the time-invariant characteristics of the campaigns.

Contributionit ¼Facebookit�1 þ Twitterit�1 þNewsit�1 þPercentit þDayt þ Timet
þContributiont�1

ð1Þ

As noted above, both contributions (the dependent variable) and different WOM
measures (the main independent variables) are skewed heavily to the right. Using the
date in the original scale is likely to violate the assumption of normality of regression
residuals and produce unreliable test statistics. A possible solution is to use
log-transformed variables (Hong et al. 2015). However, the treatment for the log
transformations of zero values (such as using log(x + c) for a constant c) are quite
arbitrary. In cases where variables obtain the value of zero in a large number of
observations, as in our data, the treatment of zero values in the transformation might
affect the results, significantly.

In order to mitigate this problem, we modeled the presence (or non-presence) of
events instead of the counts of them. More specifically, we can avoid the issue of
dealing with skewed data containing many zeros by converting them to “presence
data,” binary variables indicating the presence or lack specific events (Fletcher, 2005).
We then employ a fixed-effect logit model to estimate the parameters of the model.
Therefore, Eq. 1 models the presence of any contributions to campaign i at time t as a

Table 1. Variables Definition

Variable Definition

1. Contribution Number of contributions to a campaign made in a particular period
2. Facebook Number of Facebook shares about a campaign in a particular period
3. Twitter Number of tweets posted about a campaign in a particular period
4. Goal A campaign’s goal (in US Dollars)
5. Percent Percentage of a campaign’s goal achieved
6. Day Number of days passed from beginning of a particular campaign
7. Time Time_1 through Time_4 representing four 6-hour periods in a day
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function of the presence of WOM and mass media about the campaign in the previous
period, as well as the progress of the campaign in terms of days passed (Dayt), and the
percentage of the goal funded (Percentt). In addition, we controlled for any possible
reinforcement or substitution effects by including contributions in the previous period
(Contributionit-1).

5 Preliminary Results

We use three different fixed effect models to test and estimate the effect of various factors
on contribution. First, we estimated the model using the original (non-normalized) data,
following Thies et al. (2014). Second, we transformed both contribution and WOM
factors, following Hong et al. (2015). Third, we used “presence data” transformation, as
explained above. Consistent with Thies et al. (2014) and Hong et al. (2015), all three
models suggest a positive effect of Facebook shares on contribution. In contrast to these
studies, both our original data and presence data models suggest a significant effect of
tweets on contribution. We believe the disagreement between our results and the pre-
vious studies is mainly due to the differences in data collection or transformation. As
discussed previously, failing to observe the effect of tweets in previous studies might be
due to the issue of many zeros in the log-transformed model. Interestingly, our
log-transformed model shows no effect of tweets on contribution as the log transformed
model in Hong et al. (2015). Due to the real-time nature and short-lived effect of tweets,
we believe that the data collection intervals should be small to capture these effects. Since
all the main factors in our model were constructed based on periods of 6 h, we were able
to observe the immediate effect of tweets on contributions. Previous studies collected and
analyzed data on a daily basis.

Based on our preliminary logit model, on average, the presence of any Facebook
shares in current period increases the odds of receiving at least one contribution in the
next three periods by 21, 31, and 31%, respectively. Tweets, on the other hand,
increases the odds of at least one contribution only in the next period, by almost 44%.
In addition, the results suggest a significant negative effect of both time and percentage
funded on contributions.

6 Conclusion

We empirically demonstrated the ways in which WOM affects contributions to per-
sonal crowdfunding campaigns, after controlling for other factors, including the
campaigns’ progress and previous contributions. Sharing posts on either Facebook or
Twitter resulted in a significant increase in the odds of receiving funds during a short
period thereafter. Both time and percentage funded negatively affected contribution.
The effect of previous contributions, different forms of WOM (e.g. tweets vs retweets)
and the characteristics of the person sharing the post (e.g. the number of his followers)
are not reported in this manuscript due to space limitations. In addition, we have not
reported our robustness checks, namely the assessment of multicollinearity, robustness
to outliers, and alternative estimators including dynamic panel data models.
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Abstract. We develop a novel predictive modeling framework for Web user
behavior with web usage mining (WUM). The proposed predictive model uti-
lizes sequence-based clustering, to group Web users into clusters with similar
Web browsing behavior, and absorbing Markov chains (AMC) in order to
model Web users’ navigation behavior. Clustering facilitates the prediction of
Web users’ navigation behavior by identifying groups of Web users showing
similar browsing patterns. The use of AMC allows calculation of transition
probabilities and absorbing probabilities at any given time of active user ses-
sions, and thus leads to a better Web personalization and a more effective online
advertising outcome. This research will also provide a performance evaluation
framework along with the proposed model and suggest a WUM system that can
improve ad placement and target marketing in a website.

Keywords: Web mining � Predictive analytics � Markov chain � Clustering

1 Introduction

Within the past two decades, many organizations have begun implementing value-
added services on the Web to gain competitive advantages by attracting loyal cus-
tomers. In order to make the Web more user-friendly for individuals and create
long-term relationships with them, companies now realize that providing personalized
web services is crucial. In addition, online advertising has become major sources of
revenue for many business organizations with large websites with heavy traffic. Web
usage mining (WUM) allows for extraction of knowledge about such personalization
and smart online advertising and thus leads to better Web experiences [1]. WUM refers
to analyzing the data generated by the Web users’ interactions with the Web including
Web server access logs, user queries, and mouse-clicks, in order to extract patterns and
trends in Web users’ behaviors. A growing interest in the business use of ‘intelligent’
Web, also known as, Web 3.0, and social networking sites accentuate the importance of
utilizing such patterns and trends for the purpose of creating effective marketing tools
as well as enhancing user experiences on the Web.

This research proposes a novel predictive modeling framework for web user behavior
with web usage mining. The proposed predictive model utilizes sequence-based clus-
tering, to group Web users into clusters with similar Web browsing behavior, and
absorbing Markov chains (AMC) in order to model Web users’ navigation behavior.
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Clustering facilitates the prediction of Web users’ navigation behavior by identifying
groups of Web users showing similar browsing patterns. Sequence-based clustering
enables full consideration of sequential activities on the Web such as page visits or
content views, which is a significant improvement over the usual practice of considering
the frequency of visits to web pages. The Markov model has also been shown to be
effective in predictingWeb user’s sequential navigation patterns. The use of AMC allows
calculation of absorbing probabilities as well as transition probabilities at any given time
of active user sessions, and thus leads to a betterWeb personalization and amore effective
online advertising outcome.

Therefore, the main objectives of this research are (1) to develop a Web user
behavior prediction model that integrates sequence-based clustering and the use of the
AMC, (2) to provide a performance evaluation framework along with the proposed
model, and (3) to suggest a WUM system that can be used to improve online adver-
tising and target marketing, which are important subsets of Web personalization
applications and revenue management for business.

2 Literature Review

Many data analytics techniques such as clustering, classification, association rules,
sequence pattern analysis, and dependency modeling have been applied to Web server
logs [2, 3]. Past research on the use of cluster analysis to identify Web user groups has
primarily focused on clustering web users based on the frequency of their page visits.
Cluster analysis based on sequences of Web navigation remains a relatively undevel-
oped area [4–7]. This is probably due to the dimensional complexity resulting from
sequential data representation. A recent study [8] showed that sequence-based clus-
tering effectively finds meaningful groups that share common interests and behaviors of
Web users. Another interesting finding is that many studies discuss the need for a
dynamic and adaptive clustering system, where clustering adapts to the continuous flow
of new inputs in real-time. But, only a few studies [9, 10] presented implementations of
dynamic clustering systems. The emergence of Web 3.0 and continued enrichment in
Web 2.0 are expected to empower existing Web personalization applications. The
significance of this research is thus widely acknowledged because it provides
improvements those applications through the knowledge discovered from sequence-
based and dynamic clustering methods.

Also, while the efficacy of using Markov chains to model Web user navigation
behavior has repeatedly been stated in many past WUM studies [2, 11–13], the WUM
literature rarely addresses the integration of a Markov chain-based prediction model
and cluster analysis. Developing such an integrated model, along with an evaluation
framework that enables a systematic comparison of the various techniques, can help to
close obvious gaps in the WUM literature. Web user cluster formation research should
address the development of clear clustering methodology that can handle sequential
information effectively and efficiently. The methodology should be tested with real data
in such a way that practical implications are highlighted, for example, the effectiveness
of integration of user clusters in a Web user behavior prediction model.
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Unlike the existing Markov models focusing primarily on link prediction, i.e.,
predicting the next page visit by a Web user, the proposed research goes beyond link
prediction and provides a model that can predict additional important behaviors, such
as remaining time of a user session and probability of purchase. The introduction of
AMC in the proposed model allows a calculation of the expected number of visits to
transient states before absorption (remaining session time) and the probability of
entering a specific absorbing state (purchasing a specific product, downloading a
specific file, etc.) from a pool of absorbing states. This additional information may help
business organizations with a large website with heavy traffic optimally time their
online advertising. It can potentially help online retailers better predict their product
sales by analyzing the web user clusters and absorbing probabilities. To the best of our
knowledge, there has not been any research discussing the applicability of AMC in
such revenue management domains.

3 Research Methodology

The methodological contribution of this research mainly lies on the predictive mod-
eling framework that integrates sequence-based clustering with a stochastic model of
web user navigation behavior, i.e., absorbing Markov chain.

An absorbing Markov chain [14] is a special type of Markov chain, whose tran-
sition matrix has the following canonical form.

P ¼ Q R
0 I

� �

where I is an r-by-r identity matrix, 0 is an r-by-t zero matrix, R is a nonzero t-by-
r matrix, and Q is an t-by-t matrix. The first t states are transient states and the last
r states are absorbing states. Hence, Q represents transition probabilities between web
pages. The chain will never leave the absorbing state it enters. These absorbing states
may represent Web browser closing or log-out from the user session, where no sub-
sequent user behaviors are observed. Analyzing these absorbing states is important
because they oftentimes represent a completion of web user’s task, such as purchasing
a product, searching for specific information, consuming contents for entertainment,
socializing, etc.

For an absorbing Markov chain P, the fundamental matrix N [14] is given as

N ¼ IþQþQ2 þ . . . ¼ I�Qð Þ�1

The entry nij of N gives the expected number of times that the process is in the
transient state sj if it is started in the transient state sj. Therefore, the expected number
of transitions before the chain is absorbed is calculated as the ith element of t ¼ Nc
where c is a column vector all of whose entries are 1.
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Finally, the absorption probabilities can be calculated from the following matrix B.

B ¼ NR

The element bij of B is the probability that the chain will be absorbed in the
absorbing state sj if it starts in the transient state si.

In order to accomplish the research objectives mentioned above, we first adopt a
general sequence-based clustering method developed in Park et al. [6]. Using the
replicated clustering approach, a widely-accepted method for comparison of clustering
algorithms, we then investigate whether the identifying the correct clusters, i.e., groups
of Web users who follow the same Markov process, enhances predicting the length of
remaining user sessions and the absorbing state. A series of experiments will be
conducted in order to determine whether prediction performance is affected by factors
such as sequence representation scheme or clustering method as well as by other factors
such as the number of actual Web user clusters, the number of pages, similarity
between clusters, minimum session length, the number of user sessions, and the
number of clusters to form.

Since we are interested in absorbing behavior of the Web users, the Markov chain
will define absorbing states, which can vary from simply a departure from the website
to a final outcome of a browsing activity (e.g., purchase and leave, leave without a
purchase, etc.), to become an AMC. Assuming Web users share some browsing pat-
terns, each cluster formed from sequence-based clustering is represented as one
Markov chain. In other words, each cluster representing a class of web users with
similar navigation patterns has its own transition matrix. In order to construct the
transition matrix for a cluster k, denoted by PðkÞ, each transition probability pijðkÞ of
the cluster is estimated from the frequencies of transition from state i to state j in the
training data set.

After getting transition matrices for each cluster, a prediction of the remaining
session length can be obtained in two steps as shown in Fig. 1. First, an incomplete
session is classified into one of the clusters formed by sequence-based clustering. The
classification algorithm uses cluster centroids, which can be obtained from the training

Transi on matrices obtained from
sequence-based clustering

P(1) P(2)

P(k*)

Incomplete 
session

Classification
Prediction

Remaining 
session length 
& absorbing 

state

Fig. 1. Overview of the integrated navigation prediction model
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set where k-means variants are applied as a sequence-based clustering algorithm. The
best fit cluster for a given incomplete sequence is simply the cluster that has the
minimum distance to the sequence. The prediction step involves matrix calculations as
described above. The calculation of expected number of transitions before absorbing
and absorbing probabilities from at a given transient state in AMC leads to the pre-
diction of desired outcomes.

4 Results and Conclusions

In order to test the effectiveness of the AMC-based prediction model, we first tried
predicting the remaining session length only, and the preliminary results are summa-
rized in Table 1. We generated 10,000 synthetic Web user sessions from three dis-
similar Markov chains, where navigation behaviors three Web user clusters are
described with 15 states (page or page categories). The user sessions are then divided
into a training set (80%) and a test set (20%) for performance evaluation. Finally, the
overall performance of the prediction model was measured by the mean absolute error
(MAE) and mean squared error (MSE) of the prediction for remaining session length
(number of page visits) on the test set. The result of this experiment indicates that using
AMC adds more predictive power compared to using the simple average of expected
session length. Identifying correct clusters and using the corresponding AMC further
improved the predictions of remaining session length.

We also applied the clustering and AMC-based prediction methodology to a
publicly available large Web log at http://archive.ics.uci.edu/ml/ and presented the
result in Table 1. The data set is generated from Internet Information Server (IIS) logs
for msnbc.com for the entire day of September 28, 1999. User sessions are recorded at
the level of page category. We used the first 10,000 user sessions and calculated MAE
and MSE after finding three clusters. The result from the real data set also suggested
that the AMC approach may improve the predictive power. However, whether clusters
further improve the prediction was inconclusive. This may be in part due to the fact that
we do not know the right number of Web user clusters. Another possible reason is that
Web user behavior follows a higher-order Markov chain, i.e., Web users remember past
visits and make navigation decisions based on the past visits and the page the user
currently browse.

Table 1. Prediction of expected length with AMC

Synthetic data MSNBC data
MAE MSE MAE MSE

Simple average 4.53 41.66 7.25 153.88
AMC (one MC) 4.5 36.29 6.87 136.86
AMC (3-cluster MC) 4.45 36.15 6.97 135.91
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While it is not possible to discuss the full expected result, the proposed research
will clearly be the first one to present the use of AMC for web user behavior and its
outcome prediction. As the Web continues to grow exponentially, there are more and
more opportunities to discover and utilize useful information and knowledge through
web usage mining. This research-in-progress makes it possible the conversion of these
opportunities into successes. It is expected to contribute to the web usage mining and
web user behavior prediction literature by

• modeling Web user behavior based on AMC,
• providing effective sequence-based clustering method for identifying Web user

clusters,
• offering novel predictive modeling and performance evaluation frameworks through

systematic experiments and sensitivity analysis,
• suggesting practitioners new tools for Web personalization and revenue manage-

ment, and
• suggesting a WUM system that can improve ad placement and target marketing.

Acknowledgment. This research is funded in part by a Belk College Summer Research grant
from the Belk College of Business, UNC Charlotte.

References

1. Ho, S.Y., Bodoff, D., Tam, K.Y.: Timing of adaptive web personalization and its effects on
online consumer behavior. Inf. Syst. Res. 22(3), 660–679 (2011)

2. Facca, F.M., Lanzi, P.L.: Mining interesting knowledge from weblogs: a survey. Data
Knowl. Eng. 53(3), 225–241 (2005)

3. Pierrakos, D., Paliouras, G., Papatheodorou, C., Spyropoulos, C.D.: Web usage mining as a
tool for personalization: a survey. User Model. User-Adap. Inter. 13(4), 311–372 (2003)

4. Kim, Y.: Weighted order-dependent clustering and visualization of web navigation patterns.
Decis. Support Syst. 43(4), 1630–1645 (2007)

5. Kumar, P., Krishna, P.R., Bapi, R.S., De, S.K.: Rough clustering of sequential data. Data
Knowl. Eng. 63(2), 183–199 (2007)

6. Park, S., Suresh, N.C., Jeong, B.-K.: Sequence-based clustering for Web usage mining: a
new experimental framework and ANN-enhanced K-means algorithm. Data Knowl. Eng. 65
(3), 512–543 (2008)

7. Shahabi, C., Banaei-Kashani, F.: Efficient and anonymous web-usage mining for web
personalization. INFORMS J. Comput. 15(2), 123–147 (2003)

8. Hung, Y.-S., Chen, K.-L.B., Yang, C.-T., Deng, G.-F.: Web usage mining for analysing
elder self-care behavior patterns. Expert Syst. Appl. 40(2), 775–783 (2013)

9. Borges, J., Levene, M.: Generating dynamic higher-order Markov models in web usage
mining. In: Jorge, A.M., Torgo, L., Brazdil, P., Camacho, R., Gama, J. (eds.) PKDD 2005.
LNCS, vol. 3721, pp. 34–45. Springer, Heidelberg (2005). doi:10.1007/11564126_9

10. Da Silva, A., Lechevallier, Y., de Carvalho, F., Trousse, B.: Mining web usage data for
discovering navigation clusters. In: Proceedings of 11th IEEE Symposium on Computers
and Communications, ISCC 2006, pp. 910–915. IEEE (2006)

Predicting Web User’s Behavior: An Absorbing Markov Chain Approach 175

http://dx.doi.org/10.1007/11564126_9


11. Cadez, I., Heckerman, D., Meek, C., Smyth, P., White, S.: Model-based clustering and
visualization of navigation patterns on a web site. Data Min. Knowl. Discov. 7, 399–424
(2003)

12. Deshpande, M., Karypis, G.: Selective Markov models for predicting web-page accesses.
ACM Trans. Internet Technol. 4(2), 163–184 (2004)

13. Sarukkai, R.R.: Link prediction and path analysis using Markov chains. Comput. Networks
33(1), 377–386 (2000)

14. Grinstead, C.M., Snell, J.L.: Introduction to Probability. American Mathematical Soc.,
Providence (2012)

176 S. Park and V. Vasudev



Examining Customer Responses to Fake
Online Reviews: The Role of Suspicion

and Product Knowledge

Jie Ren1(&), Pinar Ozturk2, and Shoufu Luo3

1 Fordham University, New York City, USA
jren11@fordham.edu

2 Duquesne University, Pittsburgh, USA
ozturkp@duq.edu

3 City University of New York, New York City, USA
sluo2@gradcenter.cuny.edu

Abstract. Online reviews constitute a central element in modern word-of-
mouth communication and can strongly influence customer purchase intention.
However, customers may be also aware of that these tools can be manipulated or
counterfeited, and suspicion upon the review authenticity may affect its influ-
ence. The objective of this paper is to examine the effects of suspicion about
fake reviews on the effectiveness of reviews in influencing customers’ purchase
intentions. The results of our empirical study show that customers who are
suspicious of review authenticity find the reviews less convincing and reverse
their likelihood to acquire the product. Furthermore, it holds true regardless of
prior knowledge of the product.

Keywords: Fake reviews � Suspicion � Product knowledge � Information
Processing theory � Experiment � Movies

1 Introduction

People increasingly rely on online reviews to make their purchase decisions [11, 13].
As a result, for businesses, these communication venues create opportunities for
manipulation of public opinions for various purposes. There has been considerable
anecdotal evidences that the presence of fake online reviews is endemic in many
industries [4]. In addition to confirmed evidence, customers also hear rumors that
companies may hire workers to post fake positive reviews for their own products or
post fake negative reviews for their competitors’ products. [25].

Thus, the general public is aware and, in many cases, suspects that online com-
munication venues can be used for deception and review manipulation to propagandize
goods and services. This can post a destructive impact on trust in online communities
that collect, aggregate and present product reviews. Fearing the consequences of fake
reviews, scholars have been studying this problem for years. For example, computer
scientists have put considerable efforts into detecting online fake reviews from different
perspectives [e.g. 16]. However, only a few have studied the topic of fake reviews from
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the perspective of customer behaviors [2]. On the one hand, review-hosting platforms,
such as Yelp, have incorporated fake review detection algorithms into their systems,
but in most scenarios, those platforms can at best warn customers about the possible
existence of fake reviews [19]. On the other hand, techniques of generating fake
reviews have advanced to produce reviews nearly identical to real ones, posting new
big challenges to existing fake review detection systems [21]. Since the amount of
manipulation in online reviews is unknown and sources of manipulation are usually
unconfirmed, most of the customers are left to their own discretion and intuition to
assess the accuracy of the information and decide which reviews to believe. Thus, it is
important to understand how customers behave in response to the existence of fake
reviews. This paper is among the first attempts to explore customers’ responses to
products that may have received fake reviews. To study these responses, we conducted
an online experiment involving 1,440 subjects from Mechanical Turk. Specifically, we
examined how suspicion and prior product knowledge affect people’s purchase
intention given products that may have fake reviews.

2 Fake Review and Suspicion

People by nature are social and can be subject to others’ opinions. Therefore, inevi-
tably, when moving from offline to online, this human nature also exhibits itself [17].
As encountering with anonymity online, users rely on different cues to assess the
creditability of the information source and further to establish a trust towards this
source. Consequently, the concept of trust has received a lot of research attention and
has been identified as a key driver for the success of electronic commerce [20].
Scholars studying e-business as well as electronic word-of-mouth (eWOM) and online
communities particularly paid attention to the concept of trust and its determinants such
as credibility of the source, first impressions (e.g. website design) [26] and repeated
interactions [28].

Among this literature on online trust, the topic of fake reviews has been less
studied, even though it is emerging and increasingly prevalent. We define fake reviews
as reviews (often online) that are manipulated in order to persuade customers in the
way the reviewers intended, regardless of the truth about the commented product. It is
difficult to study this particular topic. First, detecting fake reviews is questionable.
Computer scientists have been devoted to enhance the accuracy of the algorithms that
can detect fake reviews [e.g., 16]. However, the state-of-the-art techniques cannot
guarantee the accuracy. In other words, there are always false positives or false neg-
atives. Second, despite the broad use of hidden paid posters (water armies) by com-
panies, there is currently no systematic way to identify them - largely because these
water armies mostly work “underground” and no public data is available to study their
behavior [9].

Even so, online users seem to have developed their own decision-making mecha-
nisms to identify fake reviews. They rely on their suspicion. In other words, based on
certain cues (e.g., particular wordings, length, tones in text etc.), customers question the
credibility of a particular review and discount the value of it. Despite these observa-
tions, past studies that examine trust online have not generally included conditions
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where customers are actively suspicious of the information they receive. The current
study examines such conditions to determine whether suspicion affects customers’
purchase intentions and whether prior product knowledge would buffer the generalized
suspicion that customers feel when receiving information online.

3 Theoretical Model

Psychology literature has defined and studied suspicion, as a frequently-experienced
mental state and often related to “an event whose occurrence is detrimental to the
individual’s welfare – i.e., in reference to a malevolent or undesired event” [12, p. 267].
As a result, suspicion makes people hesitate to act [14]. Prior literature studying
suspicion has drawn two competing conclusions. On the one hand, researchers
attributed customer suspicion to the situational factors (such as the information being
displayed). For example, McKnight and Chervany listed seven different vendor
interventions that contribute to trusting beliefs and intention, including privacy policy,
linking to other sites, reputation building and customer interaction [20]. On the other
hand, suspicion is also attributed to the carriers’ own characteristics (e.g., personalities,
education backgrounds etc.). Some people are found to be more inclined to trust than
others [20].

To study the effects of suspicion in the online review community and its impact on
customer behaviors, this paper builds upon Information Processing theory that include
both situational factors (information) and individual characters (capacity to process
information). Information Processing theory equates humans to computers that input
information and output behaviors. In other words, people process information they
receive from the environment and accordingly form short-term and long-term memo-
ries. And then cognitive processes (e.g., perception, thinking reasoning etc.) emerge
and later affect their behaviors. People also constantly develop, as more information is
received and analyzed; and their capacity, i.e., the information that they have stored
before, can influence how they analyze additional information.

Similarly, when shopping online, online reviews can be considered as the input
information for processing, given customers’ own knowledge about a particular pro-
duct, customers may question the credibility of these reviews to different extents and
consequently make their own purchase decisions. Based on Information Processing
theory, we developed our theoretical model as below (Fig. 1).

Fig. 1. Theoretical model built on Information Processing theory
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4 Hypotheses Development

What happens when customers suspect that some of the reviews they are reading might
be fake? Social psychology studies suggest that suspicion can decrease belief in false
information. Fein et al. has reported that people’s readiness to discount information
increases if they are suspicious of the information and the motives underlying its
dissemination [15]. Applying the literature on suspicion to fake reviews, we argue that
suspicion of fake review presence will reduce belief in these review content. Moreover,
as negative and positive reviews do not have the same impact on sales [3] and cus-
tomer’s evaluations [19] the effect of suspicion is likely to differ for positive versus
negative reviews. If positive reviews are thought to be fake, their perceived utility
would decrease and their positive effect on customers’ purchase intentions would
weaken, and hence customers would be less likely to purchase. In contrast, when
negative reviews are thought to be fake, their detrimental effects on customers’ pur-
chase intentions would weaken and hence, customers would be more inclined to
purchase. Therefore, we propose our first hypothesis.

H1. Suspicion that fake reviews exist will reverse people’s tendency to acquire
commented products.

Since product knowledge has often been regarded as one of the important mod-
erators that determine purchase decisions [7], here we consider product knowledge as
the moderator that affects the impact of suspicion. Product knowledge is based on
memories [6] and customers who are knowledgeable about a product tend to have
strongly established memory structure for that product [1]. Such memory structure
does not only affect customer’s information search behavior [6], but also affect his/her
decision-making processing. Since they already have enough information to make an
accurate purchase decision, they would devote less effort to obtaining additional
product information or other customers’ product evaluations [5]. Moreover, customers
who are knowledgeable about the product are also found to be less susceptible to
persuasion and external claims [8, 18].

In the context of evaluating fake reviews, prior research suggests that having prior
knowledge on a topic helps people to recognize incoming information as either true or
false [23]. Prior knowledge also allows for faster processing and checking for incon-
sistencies between incoming information and the knowledge retrieved from memory
[27]. If relevant product knowledge is available, individuals use it for fast and efficient
monitoring of incoming information and hence are able to reject false assertions effi-
ciently when they have relevant background knowledge. Therefore, we posit that
relevant product knowledge would reduce the effect of fake review suspicion.

H2. Having relevant product knowledge would reduce the effects of fake review
suspicion.

5 Method

To test our hypotheses, we conducted an online experiment involving 1,400 subjects.
Since manipulation of public opinions is often heard to be associated with the movie
industry, we used movies to study online behaviors in response to fake reviews [25].
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The experiment is based on a 2-by-3-by-2 full factorial design with unequal sample sizes.
The first factor relates to online review valence (positive versus negative) and the second
relates to the suspicion variable (no knowledge of fake reviews versus suspicion that fake
reviews exist versus no suspicion that fake reviews exist). Thirdly, to measure prior
product knowledge, we also asked subjects whether they have heard of the movie. In
addition, we measured a few variables to control for their potential influence on purchase
intention. Specially, prior literature suggests that online review texts are either high
arousal or low arousal and the arousal in online review texts affects sales [22], therefore
we controlled for the arousal of the reviews. We also measured frequency of movie
watching to control for the impact of demand on purchase intention. In addition, we
asked subjects for gender and age, and used six different movies to control for the impact
of movie genre (six movies represented action, romance, thriller, animation, comedy and
sci-fi genres respectively). We asked subjects “how likely do you want to watch the
movie?” on a 7-point-likert scale to measure subjects’ intended purchase behavior.

6 Procedure and Data Collection

We used Mechanical Turk as the platform to collect data from subjects [24]. Each of
the subjects was asked to read the title and plot description of a movie as well as three
related review texts. Then each was asked his/her likelihood to watch this movie. By
not revealing the poster of the movie and not revealing the actors or actresses in the
movie, we purposely controlled for the impact of celebrity on movie purchase deci-
sions. In the conditions where fake reviews are possible, we constructed the stimuli by
saying “there are rumors saying fake review(s) were posted about this movie in general.
And it is unsure if these displayed reviews are fake.” Given this stimulus, we defined
suspicious subjects as those who thought at least one review text was fake, and defined
non-suspicious ones as those who thought none of the review texts was fake. Specif-
ically, after subjects have indicated their likelihood to watch the movie, we asked
subjects to select which review text(s) is (are) fake (to identify suspicious subjects).
Subjects can select “none” if they think none of the review texts are fake (to identify
non-suspicious ones). In contrast, in the no fake review condition, we didn’t post any
message relating to fake reviews. In addition, across all conditions, to measure the
majority of control variables, we asked subjects whether they have heard of the movie
(to measure product knowledge), how frequently they have watched movies in general
(to measure movie-watching demand), and what are their age and gender (to measure
age and gender).

Review texts were extracted from movie sites including Rotten Tomato, iMDB and
Netflix to measure the valence and emotionality for each displayed movie. For each
movie, all three review texts were displayed randomly as either positive and emotional,
or positive and rational, or negative and emotional, or negative and rational.

In summary, subjects were randomly assigned to one of the sub-conditions that
were constituted by review valence (2 values), review emotionality (2 values), fake
review variable (2 values: fake versus no fake reviews) and movie genre (6 values) to
read reviews and indicate their purchase decisions. Each subject only participated in the
study once.
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In total, 1,400 subjects participated in our study and after removing incomplete
responses, 1290 responses remained in the data pool. All the subjects were
United-States based workers who had approval rates, as tabulated by Amazon, higher
than 95%: 49% of those workers were female and 51% were male. Subjects were
between 18 and 72 years of age (average 35 years old), consistent with demographic
results from other studies [24].

7 Results

H1 was supported. We ran two t-tests with unequal sample sizes and compared the
likelihood of watching the movie in the 2 (positive versus negative reviews) by 3 (no
knowledge of fake reviews versus suspicion that fake reviews exist versus no suspicion
that fake reviews exist) full factorial design (Fig. 2). We found that when people are
suspicious that fake reviews exist, they are more likely to watch a negatively
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Fig. 2. Results (*p < 0.05; **p < 0.01; ***p < 0.001; Error bars represent standard errors)
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commented movie and less likely to watch a positively commented movie. Interest-
ingly, the suspicion that fake reviews exist has weakened the negative impact of
negative reviews proportionally more than the positive impact of positive reviews. The
significant interaction between online review valence and the suspicion variable
(p < 0.001) in ANOVA results also supported this hypothesis.

H2 was not supported. We conducted t-tests and compared the movie watching
likelihood of subjects who know about the movie versus those who do not. We found
that regardless of prior product knowledge and online review valence, subjects with
suspicion about the presence of fake reviews tended to alter their likelihood to watch
the movie compared to those with no suspicion. Moreover, the ANOVA result sug-
gests no significant interactions among review valence, the suspicion variable and
product knowledge. This suggests that H2 was not supported (Fig. 2).

8 Discussion and Conclusion

Fake reviews have become epidemic and have largely affected customers’ online
behaviors. We believe our work proposes a new behavioral perspective of studying
fake reviews, which contributes to the ongoing research of online reviews in general.
Specifically, this paper partially validates information processing theory in the domain
of processing fake reviews. However, human cognitive bias also exhibits. We found
that regardless of prior knowledge of the displayed product, facing reviews that are
possibly fake, customers have the same tendency to be suspicious and accordingly
reverse purchase decisions. Moreover, studying suspicion opens up a possible good
venue to study emerging phenomena in online review communities such as fake
reviews. Our analysis reflects the first stage in our larger research project of this
research topic. In subsequent papers, we will incorporate real-setting data and study
other products than only movies [10].
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Abstract. With the number of data breaches swelling, people are likely to not
respond adequately and ignore the breach notifications altogether. Ignorance of
breach notifications creates a perfect storm of cyclical outrage and apathy that
criminals can use to their advantage. In this research-in-progress paper, we
explore public reactions to breach notifications for addressing two research
questions: (1) with more and more information related to the breach, do people
become apathetic towards that breach? (2) at what point do people simply tune
out information related to the breach? The results of the sentiment analysis show
that public express anxiety when there is a fear of being affected by the breach,
and public express anger when there are lack of measures to safeguard the data.
Sadness is the most strongly expressed emotion in response to the severity of the
breach. After the public has received sufficient details about the event, they start
to tune out information related to the breach event.

Keywords: OPM breach � Twitter microblog � Public reaction � Emotions �
Sentiments

1 Introduction

According to the Identity Theft Resource Center, there occurred a total of 5,810 data
breaches with a total of 847,807,830 individual records stolen between 2005 and 2015
(IRTC 2016). Data breaches have been reported by companies such as JP Morgan
Chase, Target, Neiman Marcus, LinkedIn, EBay, Adobe, Home Depot, and Sony
Pictures. Each of these data breaches represent an incident where private data has been
reviewed, stolen, or used by unauthorized parties. This data may include personally
identifiable information (PII), personal health information (PHI), or other information
protected with the purpose of limiting access to authorized users. Data from the Privacy
Rights Clearinghouse shows that external hacking is the leading source of breaches,
followed by insider disclosure, physical loss, and lost or stolen devices (Williamson
2015). According to CSID, a leading provider of global identity protection and fraud
detection technology, the financial, educational, and government sectors have the
highest number of breaches reported (CSID 2015). Compromised data can be exploited
by criminals to commit crimes affecting a victim’s identity and finances.
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Vulnerable consumers who do not take protective measures may incur losses that
may have otherwise been preventable. Anecdotes have shown that consumers may not
respond adequately to data breaches. Examples include a lack of post-breach vigilance,
no alteration in their behavior, and neglecting to subscribe to fraud protection services
(O’Farrell 2014; Perlberg 2014). Some may ignore alarms, alerts, or breach notifica-
tions. A 2014 Ponemon Institute report found 32% of consumers surveyed “ignored the
notifications and did nothing” when alerted to a data breach involving their information
(PonemonInstitute 2014). The same report also found that 55% of consumers surveyed
had taken no steps to protect themselves from future identity thefts. A YouGov
BrandIndex report found that consumers turned numb to breach incidents (Marzilli
2013). Criminals can take advantage of people if they do not care about the breach
notifications, a result of which they will be continued targets of criminal activity.
Indeed, it is clear that investigating public’s reactions to breaches is of paramount
importance.

Most of the work studying public reaction to breaches has focused on a macro-level
understanding of people’s response to multitude of data breaches as the number of
breaches have multiplied from 2011 to 2016 (the year of mega breaches). The idea
behind the macro-level investigation of public reaction is that the more people are
confronted with breaches, the less likely they are to care about other breaches. To date,
however, there is little micro-level understanding of public reaction in the aftermath of
an individual data breach. With more and more information related to the breach, do
people become apathetic towards that breach? At what point do people simply tune out
information related to that breach? In this research-in-progress paper, we explore
negative emotions (anger, anxiety, fear and sadness) in the aftermath of the breach
notifications within the context of a single breach event. The contributions of this
research-in-progress paper are two-fold: First, it determines the pattern of emotional
responses to breach notifications. Second, it investigates if people will start treating
breach notifications apathetically.

The study is organized as follows. In the next section, we review the background of
public reaction to breaches and specify the context of the research. We then explore the
data about a recent breach and conduct an analysis of emotions related to the breach.
Subsequently we analyze the breach related data to identify two critical dimensions that
need to be considered in studying people’s reaction to breaches. Finally, we end this
study with the conclusion.

2 Background

OPM Breach and Twitter Microblog. For the purposes of this paper, we focus on the
April 2015 data breach of the U.S. Office of Personnel Management (OPM). In this
incident, personnel data – full name, birth date, home address, and social security
number – of millions of Federal employees was stolen. It was a large data breach in the
recent past and its sheer number of victims allows us rich data in understanding
publics’ reaction to breaches. This preliminary study lays the foundation for subsequent
projects (e.g., model extensions or victims and non-victims comparisons).
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The widespread use and the rapid growth of microblogging services have resulted
in new mechanisms for people to share their emotions regarding specific events.
Microblogging services have afforded broadcasting information to the public in real
time thereby enabling people to express their emotions without any time or location
restrictions (Lee et al. 2016). In this way, microblogging services can be considered as
useful tools for corporate entities and government organizations alike in understanding
people’s reaction in the aftermath of data breaches. In this paper, we focus on Twitter
messages in the aftermath of OPM breach.

Public Reaction to Breaches. Industry reports have suggested that consumers
demonstrate a lack of interest in breach incidents with increasing occurrences of breach
events (Humphries 2014). Public reaction to breaches is a result of their prior expe-
rience, both direct and indirect, with data breaches. It remains relatively consistent
across situations and may act as an important cognitive bias that distorts people’s sense
making in the aftermath of a breach event. Lee et al. (2016) argue that emotional factors
can inform public’s reaction to events. A decision maker’s apathy may be explained by
his or her insensitivity to data breach notifications, which results from an over exposure
to frequent media reports on similar incidents in the past (Lazzarotti 2014). When one
becomes drained by hearing about data breach events, he or she tends to lose interest in
breach events.

To best of our knowledge, most of the studies investigating breach events have
ignored the micro-level view that examines publics’ reaction to individual aspects of
the breach events. In order to examine the breach event from a micro-level view, we
investigate people’s emotional state in response to the data breach notifications. Fol-
lowing Lee et al. (2016), who suggest that three negative emotions – anger, anxiety,
and sadness – help in understanding the people’s response to a crisis event, we explore
negative emotions (anger, anxiety and sadness) in the aftermath of the breach notifi-
cations within the context of OPM breach event. Anger is denotes an uncomfortable
response to a grievance (Videbeck 2013); Anxiety is the fear caused by being aware of
danger (Lee et al. 2016); Sadness is the opposite of happiness (Lee et al. 2016).

3 Methodology

OPM Timeline. While the adversarial access to OPM’s network dates back to
mid-2012, the breach was only detected in mid-2014 when OPM was notified by a
third party. The adversary managed to obtain an elevated access to the OPM’s network,
and successfully exfiltrated personnel information, including fingerprints. OPM
released public notifications in June 2015. The data we utilize in this research-in-
progress paper provides the key events in the timeline post the public notification of the
OPM breach (see Table 1).

Data Collection. We purchased data following the OPM data breach using third party
vendor. Twitter provides three APIs to enable researchers and developers to collect
data, namely STREAMING, REST and SEARCH APIs. Satisfying user specified

An Exploration of Public Reaction to the OPM 187



filtering criteria (based on keywords, location, language, etc.), streaming API is used to
get tweets and their corresponding user’s data in real time, REST API is used to get the
data in select historical time period, and search API provides data on relevant searches
on Twitter. For this research, the purchased tweets were collected from Twitter
microblogs through the REST APIs using the keyword #opmhack. We requested
purchased data from the time when OPM publicly announced the breach (June 4th
2015) till two months after the announcement (July 31st 2015). This time window
allowed us to gather 18,764 tweets that provided information during the time with the
greatest propensity for public reaction to data breach. Table 2 provides the descriptive
of the data collected. Figure 1 shows a distribution of the tweets collected.

Sentiment Analysis. In order to investigate people’s reaction to OPM breach notifi-
cations, we conducted sentiment analysis of the tweet messages. Sentiment analysis
allows us to identify the expression of sentiments in the text messages (Nasukawa and
Yi 2003). Sentiment analysis combines natural language process and text analysis to
extract emotion information from the text (Stieglitz and Krüger 2011). We used a text
analysis software, Linguistic Inquiry and Word Count (LIWC), for analysis of anger,
anxiety and sadness expressed within the tweets. LIWC uses a psychometrically

Table 1. Timeline of OPM breach

Date Event Importance

6/4/15 – First time #opmhack concept enters public sphere – Begin data collection
6/4/15 First public notification First time #opmhack concept enters

public sphere
6/8/15 H. comm. brief confirming lost data News reports relay briefing: public now

aware of data significance
6/12/15 Fed union: hackers took SSNs of

everyone
News report claiming SSNs of all
federal employees taken

6/16/15 OPM Director Archuleta
acknowledgement

OPM Director finally acknowledges
breach

7/9/15 Press release confirming breach
magnitude (21.5 million affected)

Magnitude of impact revealed to be
larger than thought

7/10/15 OPM director archuleta resigns Director resigns (1 day after major
press release)

7/31/15 – End data collection

Table 2. Descriptive data

Month Tweets (N) Percent (%)

June 2015 9018 48.06%
July 2015 9746 51.94%
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validated dictionary to measure the inherent emotions in the text (Lee et al. 2016).
LIWC is a popular tool for sentiment analysis and has been used in research to extract
emotions from plain tweets (Pennebaker et al. 2015; Tausczik and Pennebaker 2010)

4 Emotional Reaction to OPM Data Breach

In this section, we present analysis results to answer the two research questions: First,
we investigate the research question – “With more and more information related to the
breach, do people become apathetic towards that breach?” From Fig. 2, we can see that
when the information about suspicious traffic on OPM network was confirmed by
US-CERT and when the federal union claimed that SSNs of all federal employees were
stolen, people expressed anxiety because of the fear of being affected by the event
(event 1). As OPM Director acknowledged the compromise of background data, public
expressed their anger that stems from the lack of measures in place to safeguard the
personnel data (event 2). When OPM released a public statement that 21.5 million
personnel were affected, people experienced sadness for the extent of damage the
breach caused (event 3).

Second, we investigate the research question – “At what point do people simply
tune out information related to that breach?” After the press release, people obtained
sufficient detail about the incident, which is visible in the less volatile patterns
(somewhat stable patterns) of anger, anxiety and sadness (event 4). In this phase,
people reduced their reactions to the OPM breach by tuning out information related.

Fig. 1. Distribution of the tweets collected
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5 Discussion and Conclusion

The existing research, for the most part, has been silent on online public’s reactions in
response to data breaches (Chakraborty et al. 2016). Our paper makes a twofold
contribution. First, it determines the emotional responses to breach notifications.
Second, it investigates if people will start treating breach notifications apathetically. In
the case of breach events, people expressed anxiety in the early stages when there is a
danger from the event. In addition, public also showed anger for OPM’s incapability to
safeguard personnel information. In reaction to the sizeable loss of data (21.5 million
records), sadness was the most strongly expressed emotion. In this way, the results
confirm that expressed emotions reflect the characteristics of the breach event.

Findings of our study offer directions to the practitioners and policy makers in
conceiving plans that promote protection in the aftermath of data breach incidents
despite challenges. This preliminary study lays the foundation for future studies tar-
geting at uncovering more complex issues. We plan to test the model among
non-victim populations and to include other constructs that may better explain this
research phenomenon.

This study has the following limitations. First, the information about OPM hack
was available much before it was publicly announced. Second, in the timeline, we have
only focused on those events that were available to public. Third, we only focus on one
microblogging platform, Twitter. This could affect the generalizability of the results.
One possibility of future work would be to look at positive emotions and contrast its
patterns with the negative emotions. Yet another future option would be to breakdown
the timeline to accommodate events that were not necessarily available to public in the

Event 1 Event 2 Event 3 Event 4

Fig. 2. Public reaction to OPM breach over the timeline (red: anger; green: anxiety; and blue:
sadness) (Color figure online)
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OPM context. Finally, the emotional reactions over the timeline can be constructed for
each user and then compared it with the social reaction (as reported in this paper).
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Abstract. While it is crucial for organizations to automatically identify the
gender of participants in product discussion forums, they may have difficulties
adopting existing gender classification methods because the associations
between the linguistic features used in gender classification models and gender
type usually varies with context. This paper proposes and validates a framework
for the development of gender classification that uses a more “data-driven”
approach. The framework constantly extracts content-specific features from the
discussions and could automatically adjust the features selected to accommodate
the contextual changes in order to achieve better classification accuracy. It does
not require any manual effort for model adjustment, which makes it easier for
organizations to adopt.

Keywords: Text mining � Gender classification � Chinese gender lexicon �
Mutual information � Support vector machine

1 Introduction

The advent of web 2.0 leads to the formation of many online communities that focus
the discussions on a specific product type. For example, people post feedback about
movies at imdb.com, discuss their experience with cosmetic products at makeupalley.
com, or express their product opinions at epinion.com. And almost all the online
retailing websites provide platforms for product discussions. These product specific
communities not only provide a place for organizations to better understand customers’
perception about their products, but also offer a channel for marketers to reach cus-
tomer groups with related interest. Knowing the gender of participants will not only
enhance the effectiveness of the effort of recommending related products/services to
forum participants but also could help organizations better understand the gender
difference existed in customer perceptions about their products. It thus is crucial for
organizations to avail themselves with a gender classification tool that automatically
identifies the gender of participants in product discussion forums.
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However, although many gender classification methods have been proposed [1–4],
the adoption of these methods, especially in the context of online product discussions,
still poses a special challenge. Most existing gender classification studies focus on the
improvement of classification accuracy. They usually used a list of pre-selected lin-
guistic features with known polarized value for gender type as the independent vari-
ables to develop a gender classification model. The classification accuracy largely
depends on the configuration of the selected linguistic feature list. However, the
association between a linguistic feature and gender type is usually contextual, mediated
by factors such as genres [5], authors’ social networks [1], social classes [1], etc.
A linguistic feature could be a gender marker under one circumstance but loses its
discriminatory power in another [5]. More importantly, the gender difference in certain
linguistic features could be reversed as the context changes [6]. Therefore, in order to
conduct gender classification in online discussion communities, an organization needs
a classification method to be able to automatically adjust the feature selection to
accommodate the contextual changes.

The goal of this study is to propose a framework to guide the development of
gender classification systems specifically for online product discussions. It therefore is
not the intention of this paper to propose a classification method that leads to a higher
classification accuracy compared with other existing methods. Instead, our goal is to
develop a more operationally feasible approach that could be easily adopted. The rest
of the paper is organized as follows. Section 2 presents the background of the study
along with the development of hypothesis, followed by Sect. 3 that depicts the pro-
posed architecture for the development of a gender classification system. Section 4
describes the experiment conducted for the hypothesis testing. And Sect. 5 provides
discussions and summaries.

2 Background and Hypothesis Development

2.1 Motivation

The importance of knowing the gender of a given online participants is evidenced by
many marketing studies investigating how the gender difference moderates the impact
of marketing strategies. For example, men and women have been found to have very
different perception about the risk associated with online transactions [7]; they put
different weight on the same decision factors when making purchasing decisions [8],
and they could react very differently to the same advertisement [9]. It therefore
becomes apparent that a marketing strategy could be more effective if it also factors in
the gender difference. And this would be possible only when marketers can automat-
ically identify the gender of a given audience. Therefore, being able to automatically
identify the gender of online community members becomes an important antecedent for
organizations to take advantage of the existing insight on gender difference.
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2.2 Gender Classification

Gender classification denotes to the automatic identification of the gender of the author
for a given document. Coming from the computer science tradition, this stream of
studies belongs to a larger research category of computational research that seeks to
automatically identify the values of social variables of people such as age, gender, or
region origins, etc. The research of gender classification was based upon the
assumption that men and women write differently [10] in terms both of the commu-
nication topic and of the writing style. For example, for communication content,
women tend to make mention of emotion and mostly in a self-derogatory way, whereas
men are inclined to state opinions [11]. From the perspective of writing style, male
language are regarded as direct, succinct, personal and instrumental, while female
language is more indirect, more elaborate, and more affective [12].

More importantly, gender classification studies believe that above mentioned
gender difference could be extracted and be aggregated to identify the gender of
authors. The development of a gender classification system thus usually consists of
three steps. The first step selects pre-defined features with known polarity values for
different gender types as independent variables. The second step creates a classification
model using the feature selected. And finally, the step 3 applies the model created over
the input data to predict the gender of authors. Most existing studies are usually similar
in classification algorithms, using support vector machines (SVM) [13], naïve Bayesian
[2], or neural networks based algorithms, but are different from each other in the
features they selected. In fact, most studies claim the configuration of different types of
features they identified to be their major contributions [1–4].

2.3 Gender-Based Features

Content-free features and content-specific features are two types of commonly used
features [4]. The content-free features measure people’s habitual way of writing, also
called writing style, which usually is independent of the writing content. Most existing
gender classification studies provide indisputable evidence for the existence of strong
associations between above features and gender type [4]. However, a specific associ-
ation between a single content-free feature and the gender type has been shown to be
contextual [1]. As a result, the selection of content-free features needs to be constantly
adjusted to accommodate the contextual changes. And such adjustment usually requires
manual effort.

On the other hand, content-specific features have been found to have better per-
formance in author classification systems than content-free features [14].
Content-specific features capture the topic preferences of different gender type for a
given subject domain. The topic preference is usually represented by a list of key
words/phrases extracted from the training data set. The difference between a
content-free feature and a content-specific feature lies in how the independent variables
are selected. The former starts with a fixed set of variables believed to have strong
associations with gender type, while the later starts with extracting variables with
significant different values for each gender type. The contextual information thus has
been automatically accommodated during the process of extracting content-specific
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variables from the data. Therefore even though the association between a
content-specific feature and gender type is contextual, the adjustment of features
selected could be automatically accomplished without any manual effort.

2.4 Hypothesis Development

When it comes to online discussion forums, it usually is not very difficult to collect
hundreds of thousands data points for the development of gender classification model.
But the conventional view that larger data set is always associated with better per-
formance may not apply in this context. Because the discriminatory power of both
types of features is contextual, it could be easily diluted by large data set. Not only a
gender marker may change its discriminatory power when context changes, it may also
reverse its association with gender classes, losing its discriminatory power completely
[15]. A very large data set may cover several topics discussed by different groups of
participants. As a result, the features that appear to be optimal to the entire data set may
not stay optimal for a subset of the same data set. At the same time, many studies have
found that the popularity of different discussion topics largely varies time [4]. Thus in
the context of online discussion forums, it is not an unreasonable assumption that
people who are participate in online discussions are more likely talking about the same
topic in same time than people who participate in different time. Therefore, if we
segment a discussion archive by time, each subset should have lower content diversity
compared with the original large-scale archive. Consequently,

H1. Using a linguistic feature list and classification model locally built over the subset to
conduct gender classification over the subset itself should lead to higher classification accuracy
than using a linguistic list and classification model globally created over the original
large-scale archive to conduct the gender classification over the subset.

While larger training data size does not always lead to better classification per-
formance, the size of the training data set should not be too small either. It usually
requires the training data set to reach certain threshold in order for the discriminating
power of gender markers to be apparent [16]. Consequently, the size of a training data
set should be large enough for the gender markers to have discriminating power but
small enough to keep the same context for the selected gender markers to be effective.
Therefore,

H2. When dividing very large data set into subsets, there is an optimal data set size for each
data segment that leads to the highest classification accuracy.

H3. After the size of a data segment reaches its optimal size, the classification accuracy will be
negatively associated with the size of that data segment.

3 Proposed System Architecture

We proposed the system architecture for the development of a gender classification
system for online product discussion forums. It consists of four sub-systems, word
segmentation, feature optimization, model creation, and gender classification. The main
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idea behind this proposed architecture is to restart the entire process when the size of
newly generated data set reaches a threshold. Extract and select features only from the
new data set. A new model using the features selected as independent variables will be
trained using only the data from the new data set.

The word segmentation sub-system represents the content of an input document
with a list of key words, phrases, or concepts. We adopted the ICTCLAS (Institute of
Computing Technology, Chinese Lexical Analysis System) technique for the devel-
opment of the word segmentation sub-system. It is reported that ICTCLAS’ segmen-
tation speed is around 500 KB/s and its precision has reached 98.45% [17]. As one of
the best Chinese lexical analyzers [18], ICTCLA is widely used in the field of Chinese
word segmentation [3]. We then removed words with extremely low frequencies after
running ICTCLAS because it is very difficult to examine the link between an
uncommonly used word and a gender type.

The feature optimization sub-system extracts content-specific features from the data
set. The outcome of this sub-system is a Chinese gender lexicon that contains words
and associated weights. Negative value indicates a “male” word, while a positive one
indicates “female” word. A word with value around zero means that this is a neutral
word; and there is no difference in word usage between men and women. Among the
words with negative values, the smaller the weight value is, the more popular the word
is among male writers. And for words with positive values, the larger the weight value
is, the more likely the word will be picked up by women.

After word segmentation, we calculated the mutual information (MI) between a
word and each of the two gender classes. MI is a concept in information theory that
measures the statistical relationship between two variables. The larger is the absolute
value of MI, the more significant is the relationship between the two variables. We
adopted the formula for MI calculation from [19] and listed the formula as follows:

IðF;CiÞ ¼ log
pðFjCiÞ

pðFÞpðCiÞ ð1Þ

Here F is a word and Ci is one of the gender classes. p(F^Ci) is the probability of
F appearing in Ci in the collection, while p(F) and p(Ci) are the probabilities of word
F and class Ci appearing in the collection, respectively. For a word, two types of MI
were calculated, with one for its relationship with the female class and the other for its
relationship with male class. Then we calculated the weight value of each word through
female MI minus male MI. After calculating words’ weights, we selected words whose
weight values are larger than a threshold that is measured as 25 percent of the maxi-
mum absolute value of the difference between female MI and male MI.

The model creation sub-system constructs a classification model over the training
data whenever the lexicon is updated. The system indexes a document with the words in
the lexicon, integrating the conventional TF/IDF approach with the weight values in the
lexicon. The modified TF-IDF formula expresses as following [20]. In formula (2), w(t,
d) is defined as the weight of item t in document d, tf(t, d) expresses the number of times
that the word t appears in the document d, N is the total number of documents in the
collection, Nt denotes to the number of documents which contain the term t, and wt is the
weight of word t in lexicon. The selected words using the information gain (IG) method
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along with its weighted values are then be used as the independent variables for the
creation of classification model. The system described utilized SVM to create a clas-
sification model.

wðt; dÞ ¼ tf ðt; dÞ � logðNNt
þ 0:01Þ � wt

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

t2d ½tf ðt; dÞ � log N
Nt
þ 0:01

� �

� wt�2
r ð2Þ

The gender classification sub-system applies the model created to predict the
gender of the authors. Again, this sub-system represents each document using the same
method as that used for model creation.

4 Hypothesis Testing

4.1 Testbed

The testbed data includes product discussions on cell phone downloaded from tianya.
cn, the most popular online discussion forum in China with at least 80 million user
accounts. We chose this product domain because it is one of the most popular product
domains discussed at this website. The time period of our data covered from July 20th
in 2004 to November 9th in 2008. The demographic information of a reviewer could be
found from his/her profile. A review was not used for feature optimization and model
creation if its reviewer did not indicate his/her gender. Finally, we obtained 37,643 cell
phone reviews, including 10,987 female reviews and 26,656 male reviews.

4.2 Hypothesis Testing

In order to test the above hypothesis, we segmented data chronologically according to
different sizes of training data sets, investigating the association between classification
accuracy and the size of a training data set. In order to obtain a certain number of
training data, we chronologically chose top half the certain number of both female and
male reviews. The corresponding test data set consists of reviews that were posted no
later than the later time between female and male training data. Removing the reviews
appeared in test data set, the next round of gender classification starts with the same
process, and so on. The size of training data set shifts from 100 to 1,000 reviews with
step length of 100 reviews, 1,500 to 10,000 reviews with step length of 500 reviews,
and 15,000 to total reviews with step length of 5,000 reviews. The size of training data
will not extend if half size is larger than the number of total female or male reviews.
Figure 1 shows the accuracy changes of gender classification with the size of the
training data set.

Figure 1 indicates that the gender classification with training data set that is a subset
of the whole data set has higher accuracy than that with training data set that is the
whole data set. For cell phone reviews, the accuracy over 1,000 training reviews is
higher than that over total reviews as training data (0.778 > 0.750). A paired-samples t
test was performed and the result indicates that the difference between the accuracy of
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gender classification over a subset as training data (1,000 phone reviews) and that over
total reviews as training data is significant (P < 0.05). In other words, using a linguistic
feature list and classification model locally built over the subset to conduct gender
classification over the subset itself should lead to higher classification accuracy than
using a linguistic list and classification model globally created over the original
large-scale archive to conduct the gender classification over the subset. H1 is
supported.

From Fig. 1, we infer that training data with 1,000 reviews for cell phone has the
peak accuracy. We conducted paired-samples t tests for comparing the peak accuracy
with the accuracy over other different size of training data set. The results indicate that
training data with 1,000 reviews has the highest classification accuracy and the accu-
racy is significantly higher than that of other size of training data set (P < 0.05). Hence,
H2 is also supported. There is an optimal data set size for each data segment that leads
to the highest classification accuracy when dividing very large data set into subsets.

A correlation test was performed to figure out the relationship between training data
size and the corresponding gender classification accuracy after training data segment
reaches the optimal size. As shown in Table 1, the correlation between classification
accuracy and training data size is −0.428 (P < 0.05). It indicates that the classification
accuracy is significantly negatively related with the size of training data set. This means
that hypotheses H3 is accepted at a significant level of 0.05, meaning that the classi-
fication accuracy will be negatively associated with the size of that data segment after
the size of a data segment reaches its optimal size.

Fig. 1. The accuracy changes of gender classification with the size of the training data set

Table 1. Correlation test between training data size and gender classification accuracy

Accuracy of gender classification

Training data size Pearson Correlation −0.428
Sig. (2-tailed) 0.047
N 22
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5 Summary and Discussion

This paper proposes and validates a framework for the development of gender clas-
sification system in the context of online product discussion forums. Unlike most
existing studies that start the classification with a list of preselected features, the
framework proposed utilized a more “data-driven” approach that constantly extracts
content-specific features from the discussion content. It could automatically adjust itself
to accommodate the contextual changes in order to achieve better classification accu-
racy. The framework does not require any manual effort for model adjustment, which
makes it easier for organizations to adopt. A serial of evaluation studies have been
conducted to validate the performance of the framework.
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Abstract. Despite the popular emergence of crowdfunding platforms, relevant
research investigating the role of these platforms in crowdfunding markets still
lags. In this paper, we present a model to study market incentives of crowd-
funding platforms’ optimal information reporting strategy when there exists
uncertainty on projects’ returns. We assume that platforms on the market are
rational players, and they seek to stay on the market as long as possible as
accurate information providers. We characterize platforms’ equilibrium report-
ing strategies under different market conditions. Surprisingly, we find that under
certain conditions, the potential competition from a new entrant gives the
incumbent crowdfunding platform an incentive to bias the information on
borrowers’ risky projects. However, the uncertainty resolution provided by a
third party (e.g., regulator, media) could reduce the incentive. Our findings
contribute to the literature on crowdfunding by analyzing platform decisions,
and offer policy implications for the regulations of crowdfunding markets.

Keywords: Crowdfunding platforms � Information provider � Financial
intermediaries � Asymmetric information � Bayesian update � Perfect
Bayesian Equilibrium

1 Introduction

“Yes, competition rewards the sharp and hardworking. But it also often compels them to keep
the frontiers of subtle deception in view…The problem is that the promise of genuine ‘unique
information’ comes with the reality of vulnerability to deception.”

Robert J. Shiller [17]

Crowdfunding markets have experienced a rapid growth in many countries in the
last few years. The global market valuation has increased from $880 million in 2010 to
$16 billion in 2014, and is estimated to reach $90 billion by 2020 [6]. Witnessing the
increasingly important role of crowdfunding in the economy, President Obama has
decided to sign the “Jumpstart Our Business Startups (JOBS) Act” to legalize
crowdfunding in the U.S. market in 2012. Although crowdfunding has been legalized
and attracted many investors, the mechanism of investor protection is still thin.
Crowdfunding platforms have been at the center of media attentions and policy
debates.
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Unlike traditional financial intermediaries that provide products such as bonds,
crowdfunding platforms provide project information as their products or services.
Given that information may directly influence investors’ decisions, which implies that
information may play a critical role in investor protection, we have to recognize the
importance of information quality. The quality issue mainly comes from three aspects.
First, crowdfunding platforms have an access to a wider variety and a larger set of
information which makes them better informed than small investors, and the infor-
mation accessed might completely depend on platforms’ intrinsic characteristics (e.g.,
the experience of platform operators and staffs). Second, information provided by
platforms could be biased (i.e., information diverges from the truth) as a result of
platforms’ strategic decisions. These two aspects may force small investors to be poorly
informed of the true quality of these risky projects on platforms. Third, the quality of
information is also affected by systematic risks in the macroeconomy, such as the
policy uncertainty from the government. Additionally, the uncertainty from stock
markets also generates a high risk to projects on platforms, because many small
businesses on crowdfunding platforms may invest the funded money in stock markets
due to the economies of scale. Consequently, these three aspects may lead to the
classical incentive issue caused by asymmetric information, which is the central issue
this research attempts to investigate.

In essence, our research question is: How would market mechanisms, such as
competition and government intervention, discipline crowdfunding platforms in the
market? In particular, we build a model to study the incentives of crowdfunding
platforms choosing different information reporting strategies1, under the assumptions
that crowdfunding platforms are rational players and seek to stay on the market as long
as possible as accurate information providers. As the quality of the risky projects is
always hard to be observed or verified by small investors, investors’ beliefs about
quality would largely depend on the information provided by crowdfunding platforms.
Apparently, investors would prefer a platform with better information (i.e., more
information or more accurate information) to evaluate and choose the “best” projects
for investments. However, whether a platform can obtain better information largely
depends on its characteristics (e.g., the experience of platform operators and staffs).
Therefore, platforms that cannot obtain better information may have incentives to
misreport or conceal the observed information if the information indicates that the
projects have low quality.

We find two notable results. The first result indicates that crowdfunding platforms
have incentives to conform small investors’ prior beliefs on the average quality of the
risky projects by distorting observed information. To explain, we consider an observed
signal which is more likely to generate reports that contradict the true average quality.
If investors strongly believe that a state (e.g., high quality) is the true state of the quality
of projects on a platform (e.g., the average quality of the risky projects or the actual
quality of the prototype of the new product), they would expect more inaccurate

1 Reporting strategies in this study can be broadly explained, for instance, slogans used in the
advertisement, contents provided in the financial report, and even movie stars invited during new
product release.
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information than accurate information to contradict prior beliefs. For instance, a plat-
form generates a report indicating that a crowdfunding project would produce a new
smart phone which is better than the latest iPhone. If investors initially believe that this
would be highly unlikely to happen, they will infer that the information in the report is
distorted. Therefore, a platform that seeks to attract more investors would have
incentives to generate a report to conform the investors by distorting or misreporting
the evidence, even if the platform is aware that the evidence it observed is true. The
more the investors favor the priors, the less likely the platform would generate reports
contradicting those priors.

Our second result shows that when the market or a third party (e.g., regulator,
media) offers small investors a chance to access to additional information to verify the
true state of the quality of projects on the platform, then the platform’s incentive to
distort information will be weakened. This is because, if a platform on the market
misreports the observed signal to conform investors’ priors, it faces the risk that the
truth would be revealed which then contradicts the report. This would be detrimental to
the platform because investors might withdraw the investment and choose a new
platform. As the chance of getting ex-post uncertainty resolution from a third party
increases, the likelihood of misreporting in equilibrium decreases.

2 Literature Review

Our research is generally related to three streams of literature. First, our study is related
to the growing literature on online peer-to-peer lending [e.g., 2, 3, 5, 13, 14]. Many
researchers studied the role of information in online lending. For instance, Burtch et al.
[4] examined the impact of borrowers’ information control on their behaviors. Iyer
et al. [10] explored whether lenders can infer soft information on Prosper.com.
Moreover, Michels [14] investigated whether unverifiable information disclosure is
associated with funding probability. In addition to information, social factors have also
attracted some attention. For instance, Lin et al. [11] and Liu et al. [13] examined how
friendships affect online lending. Lastly, researchers also attempted to study issues such
as trust [5], home bias [12], and also the difference of funding decisions between
crowds and experts [15]. Noteworthy, Hildebrand et al. [8] is the one most related to
our research, which argued that the growth and viability of crowdfunding markets
critically depend on the underlying incentives. However, most of these previous studies
have either focused on factors related to the supply side or the demand side of a
crowdfunding market, but overlooked the market of crowdfunding platforms itself.
Thus, our research differs from prior literature by investigating how market incentives
affect platforms’ equilibrium actions in crowdfunding. Our model can be the building
blocks for further research in crowdfunding markets.

Second, this research is related to the classical literature on how incentives shape
agent’s actions in financial markets when there exists information asymmetry. These
studies, e.g., Gorton and Pennacchi [7] and Holmstrom and Tirole [9], modeled the
interactions between the informed lenders and non-informed investors, and studied
how to overcome the problem induced by adverse selection and moral hazard.
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Third, our work is also closely related to the economics literature on herding on the
priors. This literature studies how an agent’s actions depend on prior beliefs of factors
that may determine the agent’s utility. Prendergast [16] found that this dependence
could drive workers to bias the reports to match the information that managers have
received, and valuable information could be lost in equilibrium. Moreover, Branden-
burger and Polak [1] studied how shareholders’ priors affect managers’ decisions which
may affect stock prices given that the managers are short run players. In contrast to this
literature, the competition we model here in turn generates an inefficient equilibrium,
and biased information could be transmitted by crowdfunding platforms, even if the
platforms are long run players.

3 Model

We consider a model with two time periods denoted by t 2 1; 2f g. In each period, there
is a market with a continuum of homogeneous investors and a continuum of hetero-
geneous firms2 (or borrowers or small businesses) which seek to raise funds from
investors. Firms can only post their risky projects on a platform for investors to invest,
but cannot get connected with investors directly outside platforms. In this paper, we
focus on the market of platforms, so we do not model the interactions between firms
and platforms. We simply assume that, given period t 2 1; 2f g, a subset of firms are
selected by a platform on the market. Firms are assumed to be heterogeneous on the
quality of their risky projects. The average quality of risky projects on a platform is
described by a binary state variable, st 2 Ht; Ltf g, which is random and distributes
according to Prob 2 st ¼ Htf g ¼ p[ 1=2, where Ht [ Lt [ 0. Here, the states of the
world are independent across time. Investors and platforms are assumed to have the
common belief, p, on these state variables. In other words, the average quality of
projects in each period only has two values. When the average quality of risky projects
on the platform is high, the value would be Ht. When the average quality of risky
projects on the platform is low, the value would be Lt.

Here, quality can be explained broadly. For instance, we can consider quality as the
default rate of loans posted on a crowdfunding platform. The loans are assumed to only
have two possible states (i.e., default or no default). Then, Ht indicates no default (high
quality) and Lt indicates default (low quality).

To simplify the analysis, we only have two crowdfunding platforms on the market
and assume that platform j 2 1; 2f g can be either an active type or passive type. We
also assume that with probability rj 2 0; 1ð Þ, where j 2 1; 2f g, platform j will be an
active type. If it is an active type, the platform would always perfectly observe a signal
xt ¼ St, where t 2 1; 2f g. If it is a passive type, an informative but imperfect signal
will be observed:

Prob xt ¼ HtjHtf g ¼ Prob xt ¼ LtjLtf g ¼ q 2 p; 1ð Þ

2 In this paper, we do not put any restriction on firms except that they are heterogeneous on the quality
of the projects listed on the platform.

204 Z. Wu and Z. Lin



Meanwhile, platforms are aware of their own types with certainty. Here, we do not
put any restriction on the relationship between r1 and r2. If r1 [ r2, platform one faces
a weak competitor which is ex-ante less likely than platform one to be an active type.
Likewise, if r1 [ r2, platform one faces a strong competitor.

We use h 2 h1; h2f g to denote the type of the platform on the market, where h1
indicates an active type and h2 indicates a passive type. Then we denote the passive
platform’s strategy conditional on its signal by rxt xtjh2ð Þ ¼ Prob xtjxt; h2ð Þ. To reduce
the issues caused by multiple equilibria, we also assume that an active platform always
reports observed signal honestly, i.e., rxt xt ¼ xtjh1ð Þ ¼ 1. Thus, only the passive
platform can manipulate the observed signal by freely reporting either Ht or Lt. For
simplicity, we denote the passive platform’s strategy conditional on its signal by
r xtjxtð Þ ¼ Prob xtjxt; h2ð Þ, and restrict our attention to the case under which
r HtjHtð Þ� r HtjLtð Þ.

The interpretation of the passive type could be explained broadly. It could include
platforms which are new to the crowdfunding industry and have limited competence. It
could also capture the situation of a crowdfunding platform which has private interest
to pursue. For instance, some peer-to-peer financial platforms use fake projects to
collect money from investors and cash out all the money before the delivery date.
However, the exact interpretation is not important to the results and discussions in this
paper.

Since the investors are homogeneous, we assume that there is no coordination
problem during the decision, i.e., all the investors would choose the same action in
equilibrium. Therefore, we further assume that there is a representative investor to
make every decision for these investors. This investor has one unit of asset to invest in
each period. We can consider this as a proportion of income which will be used for
investment by the investor. For this representative investor, he chooses whether or not
to invest one unit asset on the platform in the first period. At the end of the first period,
he also needs to decide whether to purchase more from platform one after observing the
report xt, or just switch to the new entrant and purchase one more unit there in the
second period.

In period one, i.e., t ¼ 1, platform one enters the crowdfunding market with a set of
risky financial projects posted by firms which seek to raise funds. The average quality
of projects posted on the platform is described by a random variable s1 2 H1; L1f g, and
the distribution is commonly observed. The investor decides whether to invest on the
projects listed on the platform. If purchase takes place, the platform will investigate or
monitor3 the average quality of the projects and observe a signal related to the true state
of the world. After that, the platform strategically reports x1 2 H1; L1f g to the investor.
After observing the report, the investor updates beliefs on the type of the platform and
the quality of the risky projects on this platform.

At the beginning of the second period, platform two enters the market with another
set of risky financial projects. The average quality of the risky projects posted on this
platform is described by a random variable s2 2 H2; L2f g, and the distribution is also

3 For instance, Kickstarter has an integrity team that employs complex algorithms and automated tools
to identify and investigate suspicious projects.
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commonly observed. The investor decides whether to keep the investment on platform
one or switch to platform two with another one unit of asset realized in the second
period. In each period, one unit of asset will be realized to the investor as an
endowment for investment in this period. The platform, one or two, observes another
signal related to the true state of the world in the second period and strategically reports
x2 2 H2; L2f g to the investor. The outcome of investment is realized at the end of the
second period.

Finally, we assume that, at the end of the first period, with probability q 2 0; 1½ �, the
uncertainty of the average quality can be resolved before the investor making the
purchase decision of the second period. We assume that, as long as the platform
chooses the correct action, i.e., truthfully reporting the state of the world xt ¼ stð Þ, the
social welfare will be maximized accordingly.

For further analysis, we now introduce some notations. First, we define the states
after which the investor would make purchase decision on the second period as
A ¼ H1; L1;£f g. Then we use Ai to denote the i th element in set A which indicates the
state of uncertainty resolution. Second, we denote l h1jxt;Aið Þ as the investor’s pos-
terior on the platform on the market being an active type after observing the report xt in
period t.

In order to keep the analysis as simple as possible and without loss of generality,
we assume that:

Assumption: If l h1jxt;Aið Þ\r2, the investor would purchase from platform two.
Otherwise, he would keep the investment on platform one.

Overall, the timeline of the game is as follows:

(1) nature determines the type of two platforms and the average quality of the risky
projects, s1, on platform one in the first period;

(2) platform one observes the first period signal s1 according to the type and chooses
report x1;

(3) the investor updates beliefs and makes an investment decision based on the
posterior beliefs on the true state of the average quality in period one;

(4) with probability q 2 0; 1½ � the investor would observe the true state s1 and update
beliefs on the type of the platform and choose whether to keep the investment on
platform one in the second period;

(5) if the investor withdraw the investment, platform two enters the market with
another set of risky assets;

(6) nature determines the average quality of the risky projects, s2, on platform two in
the second period;

(7) the platform, one or two, on the market observes the second period signal s2
according to the type and chooses report x2;

(8) the investor updates beliefs and makes an investment decision based on the
posterior on the true state of the average quality in period two;

(9) the return of investment is realized, and the payoffs are realized accordingly.
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3.1 Preference

In this paper, we focus on the interactions between the platform’s actions and the
investor’s purchase decision. Thus, we assume that the firms which seek to raise funds
will not choose any actions. These firms’ features are completely characterized by the
state of the world, st 2 Ht; Ltf g. Therefore, platform one’s utility would be
U1 ¼ 1s1Uþ 1purchaseb1s2U, and platform two’s utility would be
U2 ¼ 1� 1purchase

� �
1s2U, where U is the platform’s payoff in each period if it truth-

fully reports the observed signal,

1purchase ¼ 1 Purchse from platform 1
0 Purchse from platform 2

�
and 1st ¼ 1 If xt ¼ st

0 If xt 6¼ st

�

The platform’s outside options are normalized to zero. The motivation of this setup
is as follows. We argue that the investor’s belief on the state, e.g., the quality of the
risky assets proposed by firms and the intrinsic characteristic of the platform, would
influence the platform’s reporting decision. If we allow the platform to have different
payoffs for different states, the generated equilibrium prediction would depend on both
investor’s beliefs and the exogeneously determined quality from investment. Then it
would be hard to argue that the platform’s misreporting is largely determined by the
investor’s beliefs. Thus, in order to strengthen our argument, we assume that truthful
reporting always gives the platform the same positive expected payoff from investment.
Then, we show that misreporting would still take place in equilibrium.

For the representative investor, we assume that his utility only depends on the
reports from the platform and the average quality of the risky projects, i.e.,
V ¼ 1s1Bþ b1s2B. This specification implies that as long as the true state is the same as
the reported signal, investors would get a positive quality B. Here, we assume the
investor and the platform have the same discount factor. We also normalize the outside
options of the investor to zero. Instead of specifying the pricing and market structure in
details, we use the above setup because it is easy to check that the expected utility from
investment is always positive. Therefore, a direct implication from this setup is that the
representative investor would always invest one unit asset on one of the platforms in
equilibrium in each period4. This would help us focus on the investor’s decision on the
platform selection at the end of the first period. It would further help us clarify the
effects of market incentives.

4 Benchmark

4.1 Model Without Entrance Threat and Uncertainty Resolution

In this section, we repeat twice the second period of the model as our first benchmark.
In this benchmark, we would analyze the market equilibrium of a monopoly platform

4 If we specify a more general utility function for the investor, we can always construct an equilibrium
under which the investment takes place on the investor side. However, this generalization would only
complicate the analysis without generating any new insights.
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without entrance threat and uncertainty resolution. That is, we have platform one on the
market for two periods with a set of risky financial projects. The investor believes, with
probability r1, it is an active platform. The platform strategically reports the observed
signal to the investor who will always purchase in equilibrium. The preferences are
exactly the same as the ones specified in the previous section.

The key difference between this benchmark and the general model presented in the
previous section is as follows. There is no competition from an entrant. Thus, a passive
monopoly platform would have no incentive to pretend to be an active type. It can
always get positive payoffs from truthfully reporting the observed signal. Then, we
have the following result in equilibrium:

Proposition 1: In the monopoly market, for any type of platform, it would truthfully
report the signal in any period.

Due to page limit, we would only explain intuition of the results. Omitted proofs
are available upon request. This result implies that a passive monopoly platform would
truthfully report the observed signal to the investor even if there is no way to get
uncertainty resolved ex-post. Therefore,

(1) the incentive effect from information disclosure by a third party is limited in the
monopoly case;

(2) the platform has no incentive to bias the report in order to pander the investor’s
interest.

4.2 Model in Two Special Cases (q ¼ 0 and q ¼ 1)

In this and the next part, we study the two special cases of the model presented in
Sect. 4. The first one is the case with the assumption of q ¼ 0, i.e., uncertainty about
the true state of the world will not be resolved at the end of the first period. The second
one is the case with the assumption of q ¼ 1, i.e., uncertainty about the true state of the
world is completely resolved at the end of the first period.

4.2.1 Uncertainty Is not Resolved (q ¼ 0)
We first study the properties of the investor’s posterior on the platform being an active
type, l h1jx1;£ð Þ, given a report x1. In this setup, applying the Bayesian rule, it is easy
to check that l h1jx1;£ð Þ is a strictly increasing function of likelihood ratio

Pr xt ¼ HtjActiveð Þ
Pr xt ¼ HtjPassiveð Þ

where Pr xt ¼ HtjActiveð Þ ¼ p, and Pr st ¼ HtjPassiveð Þ ¼ p qr HtjHtð Þþ 1� qð Þ½
r HtjLtð Þ� þ 1� pð Þ 1� qð Þr HtjHtð Þþ qr HtjLtð Þ½ �

First, this likelihood ratio is increasing with p and 1� qð Þr HtjHtð Þþ qr HtjLtð Þ.
The intuition is as follows. As p increases, the probability that an active type truthfully
reports Ht increases faster than that from a passive type. This is because the report from
a passive type is less related to the true state compared to that from an active type. The
above analysis implies, the more the investor initially believes that the true state is Ht,
the more likely he will believe that the platform which reports Ht is an active type.
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Second, we can differentiate the likelihood ratio with respect to the platform’s strate-
gies: r HtjHtð Þ and r HtjLtð Þ. We then have the next result describing how the investor’s
posterior on the platform being an active type depends on the platform’s reporting
strategy, the accuracy of the observed signal, and the investor’s priors. Summarizing
the above analysis, we have the following results:

Proposition 2: At the beginning of the second period, the investor’s posterior
l h1jx1;£ð Þ has the following properties:

(1) l h1jH1;£ð Þ is strictly increasing with r1, strictly decreasing with r H1jH1ð Þ and
r H1jL1ð Þ;

(2) l h1jL1;£ð Þ is strictly decreasing with r1, strictly increasing with r H1jH1ð Þ and
r H1jL1ð Þ;

(3) l h1jH1;£ð Þ is decreasing with p and l h1jL1;£ð Þ is increasing with p.

If the uncertainty cannot be resolved at the end of the first period, the investor’s
posterior on the type of the platform would depend on the platform’s reports. Then we
have,

Lemma 1: In equilibrium, it is true that l h1jH1;£ð Þ ¼ l h1jL1;£ð Þ.

4.2.2 Uncertainty Is Resolved (q ¼ 1)
When the uncertainty is completely resolved, the passive platform faces the fact that
any misreports would imply that it is a passive type. Therefore, the passive platform
always prefers to truthfully report the observed signal. Intuitively, this implies that the
platform on the market would always report the state which is believed to be the most
possible one after observing the signal. Therefore, as long as the signal observed by the
platform is strong enough, such that q[ p, we would have a truthful reporting in
equilibrium. We have the following result:

Lemma 2: In equilibrium, it is true that l h1jH1;H1ð Þ ¼ l h1jL1; L1ð Þ.
A direct implication of this result is:

Corollary 1: If the uncertainty can be completely resolved, i.e., q ¼ 1, and q[ p,
then for any type of platform, it would always truthfully report the observed signal in
both periods.

5 Analysis of the General Model

In this section, we would follow backward induction to analyze the game. The solution
concept we use here is Perfect Bayesian Equilibrium. For an equilibrium, the following
conditions must hold: (1) in every period, each type of platform’s strategy is optimal
given the investor’s decision rule; (2) the investor’s beliefs follow the Bayesian Rule;
(3) the investor’s decision is optimal.

First, it is easy to check that in the second period, regardless which platform is on
the market, the situation is exactly the same as the case of the monopoly market.
Therefore, we have the same result as the monopoly case:
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Lemma 3: In t ¼ 2, for any type of platform, it would truthfully report the observed
signal.

Following backward induction, we go back to the investor’s decision. Given that
the state of uncertainty resolution is Ai, from this point onward, we denote the repre-
sentative investor’s strategy after observing the report, xt, as d xt;Aið Þ 2 0; 1f g.
l h1jxt;Aið Þ is the investor’s posterior on the platform being an active type after
observing the report xt in period t, where xt 2 Ht; Ltf g is the platform’s report after
observing the signal xt, and A ¼ H1; L1;£f g. We have the following result:

Lemma 4: At the end of the first period, after observing the report from the
platform, the representative investor’s posteriors satisfy the following conditions:
1[ l h1jH1;H1ð Þ ¼ l h1jL1; L1ð Þ[ l h1jH1;£ð Þ[ r1 [ l h1jL1;£ð Þ[ l h1jH1; L1ð Þ
¼ l h1jL1;H1ð Þ ¼ 0

The next result shows the equilibrium decisions of active platforms:

Proposition 3: Active type platforms would truthfully report the observed signal in
equilibrium in both periods.

We now present our main results. In the following results, given different parameter
space,

(1) for any type of platform one, there exists an equilibrium under which it would
choose to truthfully report the observed signal;

(2) platform one of passive type would always report x1 ¼ H1 if x1 ¼ H1, and report
x1 ¼ H1 sometimes, if x1 ¼ L1; and platform one of active type would always
truthfully report the observed signal.

Formally, we have:

Proposition 4: Given l h1jL1;£ð Þ\r2\l h1jH1;£ð Þ,
(1) if q[ q�, there is an equilibrium under which

r H1jH1ð Þ ¼ 1 and r H1jL1ð Þ ¼ 0;
d H1;£ð Þ ¼ d H1jH1ð Þ ¼ d L1jL1ð Þ ¼ 1 and
d H1; L1ð Þ ¼ d L1;H1ð Þ ¼ d L1;£ð Þ ¼ 0

(2) if q[ q�, there is an equilibrium under which
i. when l h1jL1;£ð Þ\r2\r1

r H1jH1ð Þ ¼ 1 and r H1jL1ð Þ 2 ð0; 1�;

d H1;£ð Þ ¼ d H1;H1ð Þ ¼ d L1; L1ð Þ ¼ 1;
d H1; L1ð Þ ¼ d L1;H1ð Þ ¼ 0 and d L1;£ð Þ 2 0; 1ð Þ

ii. when r1\r2\l h1jH1;£ð Þ

r H1jH1ð Þ ¼ 1 and r H1jL1ð Þ 2 ð0; 1�;
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d H1;H1ð Þ ¼ d L1; L1ð Þ ¼ 1
d H1; L1ð Þ ¼ d L1;H1ð Þ ¼ d L1;£ð Þ ¼ 0 and
d H1;£ð Þ 2 0; 1ð Þ

The above results have the following interpretations. First, given that platform one
and the entrant, platform two, are similar such that r1 � r2j j\l h1jH1;£ð Þ
�l h1jL1;£ð Þ, if the uncertainty is not resolved and x1 ¼ L1, the representative
investor would choose to withdraw from platform one and purchase from platform two.
If the uncertainty is not resolved and x1 ¼ H1, the representative investor would still
purchase from platform one in the second period. This implies, platform two will not
enter the market. Therefore, if passive platform one which believes the average quality
of the risky projects is low, it would prefer not to truthfully report the signal. Because,
as long as the uncertainty is not resolved, this biased report could increase the prob-
ability of keeping the investor’s investment and attract more in the second period.
However, this biased report could also bring costs to platform one in two ways. First,
platform one would fail to get the utility from choosing the correct action, as platforms
always get the largest utility by truthfully reporting the signal. Second, with probability
q, the uncertainty is resolved, then platform one’s type will be publicly revealed. The
representative investor would withdraw from platform one and invest on projects on
platform two. Platform one would get zero in the second period. Therefore, if q is
small, the incentive for platform one to misreport would be high. If q is large, the
incentive for platform one to misreport would be low.

Proposition 5: Given r2 [ l h1jH1;£ð Þ, there is an equilibrium under which

(1) when l h1jH1;£ð Þ\r2\l h1jL1;L1ð Þ, we have

r H1jH1ð Þ ¼ 1 and r H1jL1ð Þ ¼ 0;

d H1;H1ð Þ ¼ d L1; L1ð Þ ¼ 1 and

(2) when r2\l h1jL1; L1ð Þ, we have d H1; L1ð Þ ¼ d L1;H1ð Þ ¼ d H1;£ð Þ ¼ d L1;£ð Þ
¼ 0

r H1jH1ð Þ ¼ 1 and r H1jL1ð Þ ¼ 0;

d H1;H1ð Þ ¼ d L1; L1ð Þ ¼ d H1; L1ð Þ ¼ d L1;H1ð Þ ¼ d H1;£ð Þ ¼ d L1;£ð Þ ¼ 0:

This result indicates that, when the ratio of the likelihood of being an active type
between platform two and platform one is large, i.e., platform two is more likely to be
an active type, we have a counter intuitive result: platform one of passive type would
not misreport the observed signal even if the probability of getting uncertainty resolved
is extremely small. This result is true in equilibrium, because when the investor
believes that platform one is more likely than platform two to be an active type, and the
uncertainty is not resolved, then the posterior, l h1jL1;£ð Þ, would still be larger than
r2, even if platform one misreports, i.e., x1 ¼ L1. Thus, the representative investor will
still keep the investment on platform one. In other words, platform one will be replaced
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by platform two only if it misreports and the uncertainty is resolved. This result shows
that the competition induced by the potential entrant could lead the platform to
truthfully present the state of the average quality of risky projects to investors.

Proposition 6: Given r2 [ l h1jL1;£ð Þ, there is an equilibrium under which

r H1jH1ð Þ ¼ 1 and r H1jL1ð Þ ¼ 0;

d H1;£ð Þ ¼ d H1;£ð Þ ¼ d H1;H1ð Þ ¼ d L1; L1ð Þ ¼ 1 and
d H1; L1ð Þ ¼ d L1;H1ð Þ ¼ 0

This result shows that, when the ratio of the likelihood of being an active type
between platform two and platform one is small, i.e., platform one is more likely to be
an active type, we have an opposite result. On the one hand, if the uncertainty is
resolved, then the investor will not withdraw the investment only if it is revealed that
platform one has truthfully reported the state of the risky projects. On the other hand,
even if the uncertainty is not resolved and it misreports the state, the investor will still
withdraw from platform one, because the investor’s belief would be l h1jH1;£ð Þ.
Then, from Lemma 4, we know that it is less than r2, which is the investor’s belief on
the entrant being an active type. Therefore, platform one’s best chance of keeping the
investor is to truthfully report the observed state and hope the uncertainty is resolved.

6 Policy Implications

In the above model, we argue that two factors would play key roles in determining
crowdfunding platforms’ information transmission, i.e., competition from entrant and
ex-post uncertainty resolution. We next highlight two policy implications based on our
equilibrium results.

First, in the current debate over the regulations of crowdfunding markets by the U.
S. Securities and Exchange Commission (SEC), one argument is that the essence of
crowdfunding is information transmission among individuals users. However, the
transmission process usually comes with the reality of vulnerability to deception [17].
This argument has been proved to be true in the equilibrium of Proposition 4. Thus, the
SEC’s rules should pay more attention to the information transmission process in
crowdfunding.

As a second implication, the effect of ex-post information variation described in
Propositions 4, 5 and 6 has a direct implication to the SEC’s rules which work against
deception. For instance, SEC requires that crowdfunding platforms must have com-
munication channels through which small investors can communicate with each other.
This policy could help small investors obtain more information on the quality of
borrowers’ projects. Therefore, it could increase the probability of resolving the
uncertainty. According to Propositions 4, 5 and 6, the platform’s incentive of misre-
porting will be decreased accordingly.
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7 Conclusion

In this paper, we present a new model to understand crowdfunding platforms’ infor-
mation reporting strategy. We find that full disclosure (truthfully reporting) may not
happen in equilibrium even if we have market competition. This result does not arise
from small investors’ preferences on disclosed information, or small firms’ ability to
capture crowdfunding platforms. Instead, it arises as a result of rational platforms’
desire to stay on the market for long-term returns. The advantage of our model is that it
generates predictions about when biased information will arise on the market with:
(1) the potential competition from new entrant, and (2) the uncertainty resolution from
a third party.

Our model can be extended to include more market details. First, the information
provided by platforms could be different based on their funding models (i.e.,
equity-based model vs. reward-based model). Thus, by further considering this dif-
ference in our model, we could generate more insight which may help us better
understand this new industry. Second, crowdfunding is a product of financial inno-
vation. The outcome of innovation strongly depends on the government’s preferences
and actions. Therefore, we could also consider more government behavior in the
model. Overall, our model can be the basic building blocks for all these extensions.

References

1. Brandenburger, A., Polak, B.: When managers cover their posteriors: making the decisions
the market wants to see. RAND J. Econ. 27(3), 523–541 (1996)

2. Burtch, G., Ghose, A., Wattal, S.: An empirical examination of the antecedents and
consequences of contribution patterns in crowd-funded markets. Inf. Syst. Res. 24(3), 499–
519 (2013)

3. Burtch, G., Ghose, A., Wattal, S.: Cultural differences and geography as determinants of
online pro-social lending. MIS Q. 38(3), 773–794 (2014)

4. Burtch, G., Ghose, A., Wattal, S.: The hidden cost of accommodating crowdfunder privacy
preferences: a randomized field experiment. Manag. Sci. 61(5), 949–962 (2015)

5. Duarte, J., Siegel, S., Young, L.: Trust and credit: the role of appearance in peer-to-peer
lending. Rev. Financ. Stud. 25(8), 2455–2484 (2012)

6. Emmerson, L.: Crowdfunding industry overtakes venture capital and angel investing (2015).
http://blog.symbid.com/2015/trends/crowdfunding-industry-overtakes-venture-capital-and-
angel-investing/

7. Gorton, G.B., Pennacchi, G.G.: Banks and loan sales marketing nonmarketable assets.
J. Monet. Econ. 35(3), 389–411 (1995)

8. Hildebrand, T., Puri, M., Rocholl, J.: Adverse incentives in crowdfunding. Manag. Sci. 63,
587–608 (2016)

9. Holmstrom, B., Tirole, J.: Financial intermediation, loanable funds, and the real sector.
Q. J. Econ. 112(3), 663–691 (1997)

10. Iyer, R., Khwaja, A.I., Luttmer, E.F., Shue, K.: Screening peers softly: inferring the quality
of small borrowers. Manag. Sci. 62(6), 1554–1577 (2015)

Crowdfunding Platforms: The Role of Information Providers 213

http://blog.symbid.com/2015/trends/crowdfunding-industry-overtakes-venture-capital-and-angel-investing/
http://blog.symbid.com/2015/trends/crowdfunding-industry-overtakes-venture-capital-and-angel-investing/


11. Lin, M., Prabhala, N.R., Viswanathan, S.: Judging borrowers by the company they keep:
friendship networks and information asymmetry in online peer-to-peer lending. Manag. Sci.
59(1), 17–35 (2013)

12. Lin, M., Viswanathan, S.: Home bias in online investments: an empirical study of an online
crowdfunding market. Manag. Sci. 62(5), 1393–1414 (2015)

13. Liu, D., Brass, D.J., Lu, Y., Chen, D.: Friendships in online peer-to-peer lending: pipes,
prisms, and relational herding. MIS Q. 39(3), 729–742 (2015)

14. Michels, J.: Do unverifiable disclosures matter? Evidence from peer-to-peer lending. Acc.
Rev. 87(4), 1385–1413 (2012)

15. Mollick, E., Nanda, R.: Wisdom or madness? Comparing crowds with expert evaluation in
funding the arts. Manag. Sci. 62(6), 1533–1553 (2015)

16. Prendergast, C.: A theory of “yes men”. Am. Econ. Rev. 83(4), 757–770 (1993)
17. Shiller, R.J.: Opinion: do crowdfunding rules ignore human nature? (2015). http://www.

marketwatch.com/story/crowdfunding-or-crowdphishing-2015-11-18

214 Z. Wu and Z. Lin

http://www.marketwatch.com/story/crowdfunding-or-crowdphishing-2015-11-18
http://www.marketwatch.com/story/crowdfunding-or-crowdphishing-2015-11-18


Privacy-Preserving Access Control
Scheme for Outsourced Data in Cloud

Ning Zhang and Jianming Zhu(&)

School of Information, Central University of Finance and Economics,
Beijing 100081, China

zhangning75@sina.com, zjm@cufe.edu.cn

Abstract. Considering of economy, efficiency and security, more and more
small and medium economic and social organizations are trying to outsource
their growing business data to one or multiple professional storage service
providers. But the separation between actual data owners and operator leads the
demands for the technology of secure distributed storage. In this condition, we
don’t assume that the entity enforcing access control policies is also the owner
of data and resources like in traditional access control models. In this paper, we
discuss the current state of information security outsourcing and analyze out-
sourced data security in cloud, access control and secret sharing. And then a new
privacy enhanced access control scheme for outsourced data in cloud based on
secret share is presented. In this scheme, a sensitive outsourced data can be
divided to many shares which are stored in multiple cloud servers separately.
Furthermore, the proposed scheme uses several service providers to guarantee
the availability of the services. The evaluations demonstrate that our data out-
sourcing framework is scalable and practical.

Keywords: Outsourcing � Access control � Information security � Secret share

1 Introduction

With the development of electronic commerce and electronic government, computing
becomes more pervasive and government and businesses increasingly depend on the
various information systems (IS). The IS departments of firms are also facing the issues
of the cost-cutting measures that organizations are adopting to remain competitive [9].
In order to control costs and at the same time to develop their information technology
(IT) and IS capabilities, more and more small and medium economic and social
organizations are now considering using outsourcing vendors. Now, outsourcing is
becoming an increasingly important process in modern information system. However,
with the development of the cloud computing and the increasing of the amount of data
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that various information systems generate, outsourcing introduces new security vul-
nerabilities due to the corporation’s limited knowledge and control of external provi-
ders operating in foreign countries [1–3, 6, 7, 10]. As firms work with cloud computing
service providers, data security, privacy, and interoperability issues will also surface
[6]. A crucial problem for owners is how to secure sensitive information accessed by
legitimate users only using the trusted services.

Cloud computing can provide an IT infrastructure, including storage, platform,
service, software, etc., and it is possible for other entities to shift their IT department to
a cloud service provider [4, 5]. Data outsourcing, as one of the main components in
cloud computing to share resources, provides data to customers. With the outsourcing
of data to the cloud, the control of the data is also shifted to the cloud. Then security
and privacy issues such as data confidentiality, data availability, data backup/recovery,
data authentication, computation verifiability follows. Indeed, there are various reports
of security breaches in real world usage of cloud computing [8]. All the giant cloud
service providers have experienced some kind of data loss [9]. Some users data on the
cloud is also reported to be leaked from time to time [10]. These incidents pose a
challenge to the long-term development of cloud computing. Therefore, it is of critical
importance to solve the security challenges for cloud service providers, which can
attract the long-term interest of users to employ cloud computing and enable the
sustainable development of cloud computing.

As one of the powerful and generalized approaches to security management, access
control is used to ensure that only authorized users were given access to certain data or
resources. Access control includes authentication, authorization and audit. The existing
access control models tend to fall into three classes: Discretionary Access Control
(DAC), Mandatory Access Control (MAC) and Role Based Access Control (RBAC).

While there are a broad range of security issues, we focus on the access control
problems with regard to data and computation outsourcing in this paper. And a new
privacy enhanced RBAC scheme for outsourced data in cloud is proposed.

The rest of the paper is organized as follows: we investigate the related work on the
security of outsourced data in cloud in Sect. 2. In Sect. 3, we propose a new privacy
enhanced access control scheme for outsourced data in cloud based on secret sharing.
We give our conclusion in Sect. 4.

2 Related Work

This section presents the basic technology of outsourced data security in cloud and
introduces the status of access control scheme and secret share.

2.1 Outsourced Data Security in Cloud

In 2011, Cloud Security Alliance (cloudsecurityalliance.org/guidance/csaguide.v3.0.pdf)
published a document about secure data storage and management, which is an important
component of cloud computing [1]. In the guidance, a secure outsourced data system
should be assessed from at least the following aspects: (1) strong encryption and scalable
key management; (2) de-provisioning, and information lifecycle management; and
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(3) system availability and performance. The most convincing and naive solutions for
these cases are to encrypt data by the owner before sending them to the server for storage
and to provide the decryption key to users authorized to access the data (Fig. 1) [1].

Despite of the rise of cloud computing services and its widespread utility, pre-
serving security and privacy is the main challenge in this area. Outsourced data for
multi-user accesses can be achieved through encrypted file systems. However, the
existing approaches show the shortages for application [1]. By outsourcing data to the
cloud, users have no idea where their own data is exactly located and they no longer
have physical access and full control over it.

According to cloud users, security issues are [15]:

• Due to the general lack of transparency and long term data storage in the cloud
systems, how is a cloud server entirely monitored and traced, aiming to prevent
wicked insider from access and misuse users’ private data?

• Due to the huge amount of data stored in the cloud, how can users audit all the
activities and processes done by CSPs (Cloud Service Providers) on their data in
order to have more secured and trusty cloud?

• How to ensure that firm and proper laws are established in the cloud in order to
protect cloud users against their cloud providers in case of any malicious and illegal
data utilization by them?

• Who exactly provides and manages the encryption/decryption keys, which should
be logically done by the cloud users?

To address the security and privacy issues listed above, several researchers have
proposed multiple methods. For secure and efficient access to outsourced data, both
data and metadata must be properly protected from unauthorized users. Wang et al.
propose a new RBAC model with encryption technology for outsourced data [1]. Li
et al. propose MAACS (Multi-Authority Access Control System), a novel multi-
authority attribute-based data access control system for cloud storage [3]. In [7], Lei
et al. are motivated to design a protocol to enable secure, robust cheating resistant, and
efficient outsourcing of matrix multiplication computation (MMC) to a malicious cloud
in this paper. The main idea to protect the privacy is employing some transformations
on the original MMC problem to get an encrypted MMC problem which is sent to the
cloud; and then transforming the result returned from the cloud to get the correct result
to the original MMC problem. Sujithra et al. describe how securely the mobile data can

Fig. 1. Cloud computing model
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be stored in the remote cloud using cryptographic techniques with minimal perfor-
mance degradation [8]. Hamlen et al. discusses security issues pertaining to data-as-
a-service and software-as-a-service models as well as supply chain security issues and
present relevant standards for data outsourcing. Its goal is for the composite system to
be secure even if the individual components that are developed by multiple organi-
zations might be compromised. In paper [11], the authors propose a new data out-
sourcing framework providing efficient and scalable query response times. In addition
to this, the proposed technique uses multiple service providers to guarantee the
availability of the services and to be able to recover from hardware failures. Liu et al.
bring forth a big picture through providing an analysis on authenticator-based data
integrity verification techniques on cloud and Internet of Things data [14]. Sareen et al.
propose a new model based on fragmentation and a secret sharing scheme which
partition data among multiple cloud service providers [16].

All these approaches adopt asymmetric encryption methods to protect data from
unauthorised access and with a huge key numbers. In this paper, a new privacy
enhanced access control scheme for outsourced data in cloud based on secret share is
presented.

2.2 Access Control

The primary goal of information security is to protect the fundamental data that powers
our systems and applications. As companies transition to cloud computing, the tradition
methods of securing data are challenged by cloud-based architectures. There are some of
more useful technologies and best practices for securing data within various cloud
models. They are content discovery, IaaS encryption, PaaS encryption, SaaS encryption.

Three primary rules are defined for RBAC (Fig. 2):

Rule 1. Role assignment: A subject can exercise a permission only if the subject has
selected or been assigned a role.

Rule 2. Role authorization: A subject’s active role must be authorized for the
subject. With rule 1 above, this rule ensures that users can take on only roles for which
they are authorized.

Fig. 2. Role-based access control
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Rule 3. Permission authorization: A subject can exercise a permission only if the
permission is authorized for the subject’s active role. With rules 1 and 2, this rule
ensures that users can exercise only permissions for which they are authorized.

In RBAC, roles are created for various job functions, and the permissions to
perform certain operations are assigned to specific roles. Members of staff (or other
system users) are assigned particular roles, and through those role assignments acquire
the permissions to perform particular system functions.

2.3 Secret Sharing

Secret sharing refers to methods for distributing a secret amongst a group of partici-
pants, each of whom is allocated a share of the secret. The secret can be reconstructed
only when a sufficient number, of possibly different types, of shares are combined
together; individual shares are of no use on their own. Counting on all participants to
combine the secret might be impractical, and therefore sometimes the threshold scheme
is used where any k of the parts are sufficient to reconstruct the original secret.

In one type of secret sharing scheme there is one dealer and n players. The dealer
gives a share of the secret to the players, but only when specific conditions are fulfilled
will the players be able to reconstruct the secret from their shares. The dealer
accomplishes this by giving each player a share in such a way that any group of t (for
threshold) or more players can together reconstruct the secret but no group of fewer
than t players can. Such a system is called a (t, n)-threshold scheme (sometimes it is
written as an (n, t)-threshold scheme).

In Fig. 3, the goal is to divide secret S (e.g., a safe combination) into n pieces of
data S1; � � � ; Sn in such a way that:

(1) Knowledge of any k or more Si pieces makes S easily computable.
(2) Knowledge of any k � 1 or fewer Si pieces leaves S completely undetermined (in

the sense that all its possible values are equally likely).

Fig. 3. Secret sharing scheme
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This scheme is called k; nð Þ threshold scheme. If k ¼ n then all participants are
required to reconstruct the secret. In this paper, we propose a new model based on
secret sharing scheme which partition data among multiple cloud service providers.

3 A New Privacy-Preserving Access Control
Scheme for Outsourced Data in Cloud

In this section, we define the problem and introduce the model and then we propose a
new privacy enhanced access control scheme for outsourced data in cloud based secret
sharing. The basic idea behind this scheme is to integrate RBAC and encryption of the
outsourced data and secret sharing.

3.1 Security Model

Our model is based on distributed architecture in which a data owner wants to out-
source its data D a1; a2; � � � ; anð Þ on multiple clouds managed by different DSPs, where
a1; a2; � � � ; an are the attributes of data D. Some of attributes is public, some attributes
are is private data and is can be accessed by authorized user, some attributes are secret
data and must be accessed if most users arrive at agreement.

In our model, data reside on multiple external servers owned by different DSPs and
the user access data through the Internet by an application interface.

Figure 4 describes the security model of our scheme, which is composed of the
following 5 parties:

(1) Cloud Storage Server: It is an entity that stores the encrypted data and responds to
access requests. Data storage server may be provided by different data service
providers (DSPs).

(2) Data Owner: It creates data to be stored at remote storage in an encrypted format
and regulates who has what access to each data. It can also call for the cloud
server to delete the data file.

(3) Users: Each user with a Uid is labeled by a set of attributes and may have read and
write access to the protected data. The set of users is denoted as U.

(4) Trusted Proxy Server (TPS): The Trusted Proxy Server acts as a supervisor in this
architecture and is assumed to be trustworthy. It takes data and security param-
eters in the form of confidentiality.

(5) Roles: A job function within the organization that describes the authority and
responsibility conferred on a user assigned to the role. The set of roles is denoted
as R.

In this model, the TPS is the only one that can be fully trusted. And as similar as the
assumption in [2, 3], we assume that the cloud storage server is honest but curious. The
cloud server will follow the presented protocol in general, but may collude with
malicious users or data providers to get illegal access privileges. However, it will not
collude with the revoked users. We assume that the cloud server mostly focuses on
information of data contents. We assume that the users are malicious all the time. They
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may collude with the others and even the cloud server, and try to access the data that
they are not authorized.

In this paper, we assume that one user receives only one key to decrypt the out-
sourced data stored at cloud services and one outsourced data are encrypted by one key
only. There is no restriction on which encryption algorithm are applied in this paper,
instead of, as a complementary, any cryptographic algorithms are applicable. Also, we
borrow the existing key derivation method proposed by [1] on the basis of the key
initialization, and computation of public tokens that allow the key derivation is possible
from other keys.

3.2 A New Access Control Scheme for Outsourced Data in Cloud Based
on Secret Sharing

In this section, a new access control scheme for outsourced data in cloud based on
secret sharing is proposed.

Definition 1. The authorization models are composed of the following components:

(1) A set R of roles, a set P of permissions with a set of D as objects and OP for
operations, a set K of keys and T of tokens.

(2) A set of data access permissions and permission-role assignments

P ¼ fðop; dÞjop 2 OP; d 2 Dg

PR ¼ fðr; pÞjr 2 R; p 2 Pg

(3) A set of data access with keys and tokens DAK ¼ fða; op; kÞjd 2 D; op 2 OP;
k 2 K; t 2 Tg

Fig. 4. Security model
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(4) Key-based data access assignment KDS�R� DAK is a many-to-many relation
that decides what roles with decryption keys can access the data based on
authorizations.

Let R be the set of roles of the system and P the set of permissions on outsourced
data with operations,

Now, we present the detailed of the access control scheme for outsourced data in
cloud as follows.

(1) System initialization

The system parameters are set up by the following algorithms.
Data owner want to outsource data D a1; a2; � � � ; anð Þ to store on cloud storage

server, where a1; a2; � � � ; an are the attributes of data D. Some attributes are sensitive
data and they must be encrypted by data owner.

(2) Data outsourcing

When data owner wants to outsource it data D K; a1; a2; � � � ; anð Þ on multiple clouds
managed by different DSPs, he encrypt D using key K.

The TPS acts as a supervisor in our scheme and is assumed to be trustworthy. It
takes data and security parameters in the form of confidentiality constrains from the
data owner. So, it fragments the data D and stores the fragments at multiple servers in
clouds.

In this scheme, the sensitive attributes ds with Constraints is protected by applying
threshold secret sharing scheme. Data owner distribute a secret ds into n pieces {s1, s2,
…, sn} and store them among n data service providers {DSP1, DSP2, …, DSPn}, such
that knowledge of any t (t� n) service providers is required to reconstruct the secret in
addition to some secret information, X, known only by data owner.

Since even complete knowledge of t − 1 peers cannot reveal any information about
the secret even though they know secret information X. This scheme is called (t, n)
threshold scheme to hide the secret.

In our scheme, TPS choose a random polynomial f(x) of degree n − 1 where the
constant term is the secret ds, and secret information X which is a set of n random
points. Then, data owner computes the share of each service provider as f(xi) and sends
it to data service provider DSPi.

Since service providers do not know each other and secret information X, they
cannot find out the secret values (even if they combine their shares).

For example, there are three DSPs, i.e. DSP1;DSP2;DSP3 and we use 2; 3ð Þ secret
share scheme, t = 2, n = 3.

– Data Owner
• k is the key between Data Owner and TPS, Enck Dð Þ is encrypted data D with

key k.
• Send Enck Dðd1; d2; . . .; ds�1; dsþ 1; . . .; dnÞð Þ to TPS
• Send EnckðdsÞ to TPS

We assume that k1 is key that used to encrypt and decrypt the data. Note: we
borrow the existing key derivation method proposed by [1] on the basis of the key
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initialization, and computation of public tokens that allow the key derivation is possible
from other keys.

– TPS ➔Cloud Storage Server
• Send Enck1 Dðd1; d2; . . .; ds�1; dsþ 1; . . .; dnÞð Þ to DPS1
• creates a random polynomial f xð Þ ¼ a2x2 þ a1xþ a0 with degree 2 and a con-

stant term a0 ¼ ds;
• chooses secret information X x1; x2; x3ð Þ which is 1 random points, such that

xi 6¼ 0;
• Computes shares s1; s2; s3 of secret ds for DSP1;DSP2;DSP3, share si ¼ f xið Þ
• Send Enck1 s1ð Þ to DSP1, Enck1 s2ð Þ to DSP2, Enck1 s3ð Þ to DSP3

– User
• When user want to visit the data D, Data Owner will assigns the key and token

according to its role.
• The user can compute the key k1 and he can get the data D from the Cloud

Storage Server.
• When the user get the Enck1 s1ð Þ from DSP1, Enck1 s2ð Þ from DSP2, Enck1 s3ð Þ

from DSP3 respectively. And then he can decrypt them using the key k1 and get
the s1; s2; s3.

• Using k points from the set X and the values of f xið Þ, construct 2 points
xi; f xið Þð Þ where i = 1, 2.

• Compute the secret ds using Newtons’ divided difference interpolation and then
evaluate ds ¼ a0, which is the original value of the sensitive attribute

4 Conclusion

Protecting outsourced data stored in the cloud environments is vital, especially when it
comes to confidential information. In recent years, many researchers have focus this
problem and proposed various approaches to protect the security of outsourced data.
However, due to the complexity of this issue, this problem has not been solved so far.

In this paper, we propose a new a new access control scheme for outsourced data in
cloud based on secret share is presented. An example of how to apply this scheme to a
practical system is described. The results demonstrate practical performance for many
real-world applications, and this scheme is security and highly scalable.
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Abstract. Recent advances in sensing and wireless communication technolo-
gies have led to an explosion in the use of touch-screen mobile devices such as
smartphones and tablets in mobile commerce and other daily work and life
activities. These activities have resulted in more and more private and sensitive
information stored on those devices. Therefore, improving the security of mobile
devices by effective user authentication to prevent unauthorized information
access becomes an imminent task. Mobile user authentication refers to the
process of checking a user’s identity and verifying whether he/she is authorized
to access a device. Due to the increasing incidence of mobile phones getting lost,
stolen, or snatched while being used by the owner, continuous user authenti-
cation (CUA) after logging in a mobile device has attracted increasing attention.
Prior research has shown that traditional password authentication is insufficient
or ineffective for CUA. Despite the recent research progress in CUA, many
existing methods are explicit by nature in that they require users to perform
specific operations, which can cause interruptions to users’ ongoing activities or
may be easily learned from observation by others. In this research, we propose a
new touch dynamics based approach to CUA on touch screen mobile devices
that authenticates users while they are interacting with mobile devices. Touch
dynamics, which is rich in cognitive quality and unique to individuals, has yet to
be explored for implicit CUA. We conducted a longitudinal study to evaluate the
proposed mobile CUA approach. The results demonstrate that our method can
improve the security of CUA for touch screen mobile devices. The findings have
significant implications for the security and adoption of m-commerce.

Keywords: Continuous user authentication � Touch-screen mobile devices �
Touch dynamics � M-commerce

1 Introduction

Mobile handheld devices, especially smartphones, have been increasingly pervasive in
our daily life. Given the ubiquity and portability of mobile devices, there has been a
remarkable surge in the use of those devices in business activities [1], healthcare, and
work. According to Internet Retailor 2016 Mobile 500 Guide, mobile commerce
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accounts for 30% of U.S. e-Commerce and expected to grow much faster than tradi-
tional e-Commerce. More and more consumers make online purchases, payments,
stock trading, check deposit, and wire transfer, etc. through their mobile devices [1].
Workers are also increasingly mobile nowadays, with many enterprises allowing and
supporting (e.g., Bring-your-own-device programs) a growing number of employees to
use mobile devices to do their work at the office, at home, and while traveling.

As mobile devices and their applications continue to evolve, an increasing amount
of personal, private, and important data and information are stored on those devices,
ranging from personal contact information to classified work-related documents. On the
other hand, such important data and information are exposed to high security risks.
First, mobile devices are easily lost or stolen. In 2013, there were 4.5 million smart-
phones lost or stolen in U.S. A stolen phone could be hacked, in which the personal
information stored in the phone could be accessed illegally. Second, a consumer report
published by CNBC on April 26, 2014 revealed that only 36% of smartphone users
have set a 4-digit PIN for the access to their phone. Even if a mobile device is password
protected, the password could be stolen through video surveillance and shoulder surfing
when people use the device in public. As a result, securing information on mobile
devices through user authentication plays a critical role in preventing unauthorized
misuse or abuse of information stored in those devices.

Mobile user authentication is the process of verifying a user’s legitimate right to
access a mobile device [2]. Authenticating users for a mobile device or application can
be quite challenging. Traditional methods for authenticating users on mobile devices
are based on explicit authentication mechanisms such as passwords, pin numbers, or
secret patterns. Studies have shown that users often choose a simple, easily guessed
password like “12345” to protect their data [3]. Verizon’s 2013 Data Breach Investi-
gations Report confirms that weak or default passwords and stolen or reused credentials
are still the main source of successful data breaches. More importantly, most mobile
devices simply cannot perform continuous user authentication (CUA) – continuously
verifying whether a user who was originally authenticated by passwords is still the user
who is accessing a mobile device.

CUA on mobile devices is important because unauthorized individuals may
improperly obtain access to personal information of a user if a password is compro-
mised or if the user does not exercise adequate vigilance after initial authentication. In
the past decade, there has been increasing research on mobile user authentication and
different types of approaches have been proposed. However, current authentication
approaches require users to create and remember complex passwords, or to purchase
special hardware or a model that is equipped with the special hardware for biometric
authentication, which remains relatively expensive. In addition, gait or gesture-based
approaches require users to make certain moves, which can be easily observed by
others; and context-based (e.g., location and time) approaches raise several privacy
concerns [4].

To address those limitations and improve CUA on mobile devices, this research
proposes a novel touch-dynamics based approach to authenticating users in a contin-
uous and transparent manner. The proposed authentication method integrates the
strengths of password, gesture, and behavioral biometrics based methods. The results
of a longitudinal user study demonstrate the effectiveness of the proposed approach
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compared with a traditional method. This research not only makes new research
contributions to CUA on mobile devices, but also improves information security and
privacy protection for mobile users, which will in turn increase their adoption of
m-commerce.

The rest of the paper is organized as follows. We first introduce the related work on
CUA. Then, we present the proposed authentication method, followed by the
description of a user study. Next, we present results and discuss the major findings of
this study. Finally, we conclude the paper with the last section.

2 Related Work

In recent years, there have been growing research interests in mobile user authenti-
cation. Nevertheless, password-based authentication remains the most dominant
method for access control across various systems [5]. This method authorizes users
based on the matching of password (e.g., a pre-arranged combination of specific
keyboard characters) or password patterns chosen by users. A password commonly
comes in a text form, and the text can be entered via typing, touching, and so on.

Continuous user authentication (CUA) is of paramount importance because after
the initial, point-of-entry authentication, which normally verifies a password entry from
a user, the user can do whatever he/she wants without having to re-authenticate or
re-verify his/her identity. In Crawford and Renaud [6] ’s study, 73% of participants felt
that implicit authentication based on behavioral biometrics was more secure than tra-
ditional methods such as PINs and passwords, and 90% indicated that they would
consider using a transparent authentication method on their mobile device.

The state-of-the-art CUA methods for mobile devices build a classification model
to determine whether the current user should be authenticated or not. The key factor in
the design of a CUA method is its input features. Based on the specific features used to
build CUA models, existing methods can be classified into the following categories:
physiological biometric based, keystroke based, gait based, gesture-based, touch-
dynamics based, and behavior profiling based methods [3, 7]. Physiological biometric
based authentication methods use physical biometrics for user authentication, such as
finger prints, iris scan, and face, voice, or palm recognition (e.g., [8, 9]). They are
touted for high recognition accuracy and uniqueness. However, physiological biometric
recognition has raised privacy concerns [10] and is vulnerable to replay attack (e.g.,
finger residue) and spoof attack (e.g., iris copy) [11].

Behavioral profiling based methods are based on when a user should authenticate
(as opposed to how) and for which mobile application. The authentication decision
depends on the confidence and sensitivity levels for each application that are stated by
the user to protect sensitive applications from unauthorized use [12]. For example, Shi
et al. [13] built a user profile based on a user’s routine, such as location, phone calls,
and application usage, and assigned a positive or negative score for each user’s routine.
Li et al. [14] focused on mobile users’ application usage, including general application
usage, voice calls, and text messaging, for building user profiles. The limitation of their
approach lies in its vulnerability to the likely changes of a user’s application use.
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With touch-dynamics based methods (e.g., [15, 16]), a user’s touch gestures and
finger movements on the touch screen of a mobile device while performing some basic
operations are used as a data source for user authentication. Specifically, a behavioral
feature vector is extracted from such recorded screen touch data, which will then be
used to train a discriminative classifier for user authentication.

However, the state-of-the-art CUA methods are better characterized as explicit
rather than implicit methods. They require users to perform some specific operations
explicitly, which can cause interruption to the user’s ongoing activities. In addition,
they are not truly continuous. For example, there is a significant gap between two
consecutive incidents of biometric authentication (e.g., fingerprint). This study is aimed
to address these limitations of extant CUA methods by proposing a touch dynamics
based method.

3 Touch Dynamics Based Mobile User Authentication

The most common type of interaction that a user may have with a mobile device is text
entry. In addition, text entry is continuous, making it a great context for building CUA
models. Moreover, the touch screen of modern smartphones engenders touch
dynamics, which has yet to be fully explored for authenticating mobile users.

3.1 A Touch Dynamics Method

Compared with multi-finger touch, single-figure touch is easier to learn and more
robust. Among the five fingers, thumb is in an advantageous position to touch the
screen of a mobile device, particularly when holding the phone using the same hand.
Thumb movement patterns can be viewed as a type of digital footprint, which are
believed to be rich in cognitive quality and unique to individuals [15, 17]. However,
such patterns have been rarely explored in behavioral biometric authentication methods
[18]. A thumb stroke based text entry method could allow us to tap into the rich
information source of thumb movement patterns for mobile user authentication.
Although the traditional QWERTY keyboard can be operated by a thumb, it brings
usability challenges. Mobile phones have tiny buttons and crowded keypads, which are
difficult to press accurately with a thumb. Furthermore, when a finger touches a screen,
it will cover a part of the screen underneath, causing the visual occlusion problem [19].

To address the limitations of traditional QWERTY keyboard, we selected Escape
[37], a sight-free text entry method for mobile touch-screen devices. It allows the user
to type letters with one hand by pressing the thumb on different areas of the screen and
performing a flick gesture. While using the Escape keyboard, the screen of a mobile
device is divided into four areas, with a keypad within each area. A user can tap
anywhere in an area to select the character in the center, or flick toward different
directions to choose characters around the center by starting the flicking gesture within
a corresponding small area.
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3.2 Authentication Procedure

To use Escape for CUA, a user must first enroll himself/herself by entering some fixed
text using Escape. During the enrollment process, the user’s thumb dynamic behavior
(e.g., time and location) is automatically tracked and recorded in a system log. These
data will in turn be used to learn the user’s thumb stroke patterns by training models
using machine learning techniques in the next step.

The learning process starts with extracting features that characterize a user’s thumb
movement on the touch screen of a mobile device during text entry. We adopted
stroke-level features from previous studies of touch dynamic authentication systems
(e.g., [16, 21]). We group the selected features for learning user thumb stroke models in
this study into the following categories:

• Timing features: duration of a thumb stroke, 20/50/80 percent deviations from a
stroke, 20/50/80 percent of tp (touch point)-pairwise velocity, median velocity at the
last 3 tps, average velocity, 20/50/80 percent of tp-pairwise acceleration, and
median acceleration at the first 5 tps;

• Spatial features: the (x, y) coordinates of the start/end tps of a thumb stroke, direct
end-to-end distance of a stroke, length of a stroke trajectory, ratio of end-to-end
distance to the length of a trajectory, and mid-stroke cover area;

• Movement direction features: overall stroke direction, average stroke direction,
stroke average resultant length, and the largest deviation from the overall stroke
direction.

• Operation features: input area (contact area of the tps from all strokes of an oper-
ation (i.e., |Xrightmost−Xleftmost| * |Yhighest−Ylowest|)), number of strokes, and char-
acter entered.

We also extracted a number of character-level keystroke dynamics features from
user interactions with a Qwerty keyboard in text entry to build a keystroke-dynamics
based CUA as a baseline. Those keystroke features included duration based features
such as key holding time and pressure based features such as maximum, minimum, and
average pressure, etc.

User authentication can be treated as a binary classification problem: either
authenticated or unauthenticated. Accordingly, we applied the state-of-the-art classi-
fication techniques to build authentication models by using the selected features of user
thumb strokes. The following commonly used and diverse classification algorithms
were deployed, which demonstrated good performance in previous authentication
studies.

• A decision tree is a non-parametric supervised learning method used for classifi-
cation and regression. Its goal is to create a tree-like model that predicts the value of
a target variable by learning simple decision rules from the data features [22].
A decision tree is created iteratively by choosing features as decision nodes that best
split data into different categories based on metrics such as information entropy.

• Naive Bayes (NB) methods are based on applying the Bayes’ theorem with a
“naive” assumption of independence between every pair of features [23]. We used
Gaussian NB in this study.
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• Support Vector Machines (SVMs) are a non-probabilistic binary classifier [24].
An SVM model represents data samples as points in a space. The samples of
different categories are separated by a clear gap that is as wide as possible. New data
samples are then mapped into that same space and predicted to belong to a category
based on which side of the gap they fall in.

• Neural networks have a layered structure, generally consisting of at least one input
layer, one output layer, and zero or multiple hidden layers [25]. Each layer contains
one or multiple nodes, which are connected to all the nodes in its adjacent layer(s).
Each connection has an associated weight value, which indicates the strength and
polarity of that connection. By following [26], we trained and optimized an
error-back propagation neural network classifier using Particle Swarm Optimization
to deal with individual users’ variations in their stroke patterns.

• K-Nearest Neighbors (KNN) is a type of instance-based learning or non-generalizing
learning algorithm, which does not attempt to construct a general internal model.
Classification is performed through a simple majority vote of the nearest neighbors of
each point. In this study, KNN was used in conjunction with DTW (Dynamic Time
Warping) [15, 17], which can generate higher-level features by tracing strokes and
comparing distances among strokes.

• Random Forest is an ensemble classifier. Its goal is to combine the predictions of
several base estimators built with a decision tree learning algorithm in order to
improve their generalizability and robustness. A random forest outputs the class that
is the most frequent among the output of individual decision trees. In addition,
during the construction of a tree, the split is selected as the best one among a
random subset of features instead of all features [27, 28].

• AdaBoost is also an ensemble method like random forest. The core principle of
AdaBoost is to fit a sequence of weak learners (i.e., models that are only slightly
better than random guessing) on repeatedly modified versions of data [29, 30]. The
predictions from all of them are then combined through a weighted majority vote
(or sum) to produce the final prediction.

The user models constructed by the above classification algorithms will be used to
accept or reject a user by monitoring his/her interaction with the touch screen of a
mobile device via Escape. Escape generates a trail of richer touch dynamics than
keystrokes produced while using the QWERTY keyboard. Thus, we hypothesize that
CUA based on text entry using Escape will be more secure and usable than that using a
standard QWERTY keyboard for touch screen mobile devices.

4 User Experiment

We designed and conducted controlled lab experiments to evaluate our proposed
method for continuous mobile user authentication. The experiment followed a 2 by 2
repeated measures design by varying the text entry method (Escape vs. QWERTY), and
screen size of mobile phones (small vs. big). We selected the QWERTY soft keyboard
as the baseline for comparison. It is a standard and most commonly used keyboard on
mobile devices. Additionally, the text entry features using the QWERTY keyboard were
drawn from previous studies [31, 32], such as holding time and maximum pressure.
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4.1 Participants

Participants were recruited from a university on the east coast of the United States.
They were required to have prior experience with touch-screen mobile phones. In
addition, they were expected to be familiar with the QWERTY keyboard. Because the
Escape keyboard was new to all participants and the QWERTY keyboard setup in
individual participants’ mobile phones might vary, the participants were required to go
through training and a series of practice sessions to become familiarized with entering
text on the same two mobile phones using both keyboards. Such a requirement posed
significant challenges to participant recruitment and retention. Eventually, seven par-
ticipants (3 males, 4 females) successfully completed the study. Among them, two were
between 18 and 25 years old; four were between 26 and 30 years old; and one was over
30 years old. Each participant received $200 as compensation for their effort in par-
ticipating in the experiment.

4.2 System Setting

In order to examine the possible impact of screen size on user performance, both
keyboard applications were installed on two Android mobile phones with different
screen sizes. One was a Samsung Galaxy Note II with a 5.5” screen, and the other was
a Kyocera Event phone with a 3.5” screen.

In this study, by following the guideline provided by [37], we anchored Escape in
the bottom-right corner of a Samsung Galaxy Note II phone without scaling, as shown
in Fig. 1. For a Kyocera Event phone, Escape fit the whole width of its screen.

Fig. 1. Screenshots of escape
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4.3 Procedure

After signing a consent form, the participants went through a training session where
they learned how to use each text entry method, particularly Escape. Upon the com-
pletion of training, the participants proceeded with the formal study. During this study,
each participant completed tasks over 10 sessions. During each session, the participants
were asked to enter short phrases, which were presented on a monitor in front of them,
into a mobile phone. The entered phrases varied from 16 to 43 characters (mean =
28.61). Those phrases were randomly grouped into sets of ten. Each participant first
entered one set of phrases using one of the two authentication methods and one of the
two mobile phones. Then, she/he repeated the text entry process once for each of the
remaining combinations of text entry method and screen size. Each phrase could only
be entered once within the same session. The order of text entry methods, mobile
phones, and phrase sets was counter-balanced to minimize possible learning effects.

To simulate a real-world situation where mobile users type while walking, with one
hand occupied by something else, the participants were required to enter phrases while
walking on a treadmill. Each participant held a phone and entered the phrases with
his/her dominant hand only, while holding a remote controller that controlled the
display of the subsequent phrase on a desktop monitor using the other hand, so that the
participants could only interact with an experimental mobile phone with the thumb of
the hand that held the phone. Depending on the participants’ availability, any two
consecutive practice sessions were scheduled at a 2–72 h interval. Additionally, a
participant was not allowed to complete more than three sessions within the same day
to avoid fatigue.

5 Evaluation and Results

5.1 Evaluation Metrics

We adopted the most commonly used metrics for measuring the security of user
authentication systems: accuracy. Accuracy is defined as the percentage of authenti-
cation decisions that correctly validate or deny user access (see Eq. (1)).

Accuracy ¼ acceptedauthenticcasesj j þ rejectedimpostercasesj j
authenticcasesj j þ impostercasesj j ð1Þ

The accuracy was reported as the average of 50 runs of 10-fold cross-validations
using the data collected during the formal study.

Usability was assessed by subjective measures, specifically satisfaction and
intention to use, which were collected through a post-study questionnaire adapted from
[33]. The questionnaire items were rated on a seven-point Likert scale, with 1 indi-
cating ‘strongly disagree’, 4 ‘neutral’, and 7 ‘strongly agree’.
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5.2 Results

The results of CUA are reported in Table 1. The results reveal that Escape based CUA
outperforms QWERTY based method across all of the mobile authentication settings,
regardless of screen size of mobile phones. Moreover, the superior performance of
Escape was consistently demonstrated across all constructed classification models.
Among the seven classification methods we used, random forest, neural networks, and
k-nearest neighbor performed the best, and Naïve Bayes and Adaboost performed the
worst, across different settings. In addition, we performed repeated measures analyses
of authentication accuracy varying the authentication method and screen size. The
analysis results revealed a significant main effect of authentication method (p < .01).
Thus, our hypothesis was supported.

A comparison of the participants’ responses to the questionnaire about the two
authentication methods shows that user satisfaction with Escape was lower than that
with QWERTY (mean = 4.8 vs. 5.2), and their intention to use Escape was also lower
than keyboard dynamics (mean = 4.0 vs. 5.1).

6 Discussion

The findings of this study demonstrate that Escape offers better security than the
keystroke dynamics using a standard QWERTY keyword for mobile user authentica-
tion across device screens of different sizes. On the other hand, Escape is perceived as
more difficult to use and less preferred by users.

The proposed method for mobile CUA has multiple research and practical
implications.

• It addresses CUA on touch-screen mobile phones. Escape can potentially continue
protecting a mobile phone even after it is lost, stolen, or snatched while being used
by the owner, which has significant implications for rising mobile commerce and
mobile finance.

• It improves the security of CUA on mobile devices.

Table 1. Accuracy of continuous user authentication

Escape QWERTY
Big screen Small screen Big screen Small screen

Decision tree 0.524 0.460 0.336 0.308
GaussionNB 0.351 0.288 0.266 0.295
Nearest neighbor 0.608 0.571 0.400 0.376
Random forest 0.604 0.560 0.376 0.360
Adaboost 0.467 0.444 0.342 0.343
SVM 0.211 0.434 0.247 0.340
RBFN 0.606 0.566 0.381 0.366
Average 0.482 0.475 0.335 0.341
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• It supports one-handed mobile CUA on touch-screen mobile devices. In addition, it
does not require any special hardware.

• It is transparent to users. In other words, the user is authenticated while he/she is
interacting with a mobile device via text input.

• The development of user authentication models in the current study exploits a wide
range of the state-of-the-art classification techniques. Our results show that, nearest
neighbor, neural networks and random forest are more effective for CUA on mobile
devices than alternative classification techniques.

The research findings should be interpreted in light of the following limitations of
this study. It is customary to use a small sample size in longitudinal evaluations that
involve multiple sessions [34]. For example, one study [34] used six and another study
[35] used five participants in their longitudinal studies of a text entry method, and the
third study [36] used six participants during most of the stages in testing a gesture
authentication method. Nevertheless, the current study can benefit from a larger sample
size, which can provide a stronger statistical power. The findings of this study echo the
security-usability trade-off in the state-of-the-art mobile authentication research.
Another potential reason for lower perceived usability of Escape-based CUA in
comparison to that of Qwerty-based CUA is because the participants were more
familiar with the latter. It would be interesting to investigate the potential learning
effect of the former method over a longer period of time.

7 Conclusion

Validating a user’s identity is one of the fundamental security requirements in mobile
commerce and mobile banking. Mobile authentication is necessary for preventing
unauthorized access to mobile devices with increasingly more personal information
such as credentials and financial information stored on these devices. We proposed and
evaluated a continuous mobile user authentication method based on users’ single-
handed interactions with touch-screen mobile phones in text entry in this study. The
results of our longitudinal study show that using touch dynamics extracted from users’
interaction with Escape improves the accuracy of CUA in comparison to using key-
stroke dynamics extracted from users’ interaction with the Qwerty keyboard. Future
research should investigate how to improve the usability of the text entry method to
address the security-usability trade-off.
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